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Abstract
The evolution of languages and software architectures provides a strong motivation to
migrate/transform existing software systems. Thus, more attention is paid to the trans-
formation aspects in model-driven engineering (MDE) along with the growing impor-
tance of modeling in software development. However, a major concern in MDE is how
to ensure the quality of the model transformation mechanisms. Most of existing work in
model transformation has relied on defining languages to express transformation rules.
The main goal of existing transformation approaches is to provide rules generating
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target models, from source models, without errors. However, other important objective
is how to minimize the complexity of transformation rules (e.g., the number of rules and
number of matching in the same rule) while maximizing the quality of target models. In
fact, reducing rule complexity and improving target model quality are important to (1)
make rules and target models easy to understand and evolve, (2) find transformation
errors easily, and (3) generate optimal target models. In this chapter, we consider the
transformation mechanism as a multiobjective problem where the goal is to find the
best rules maximizing target model quality and minimizing rule complexity. Our
approach starts by randomly generating a set of rules, executing them to generate
some target models. Of course, only solutions ensuring full correctness are considered
during the optimization process. Then, the quality of the proposed solution (rules) is
evaluated by (1) calculating the number of rules and matching metamodels in each rule
and (2) assessing the quality of generated target models using a set of quality metrics. To
this end, we use the nondominated sorting genetic algorithm (NSGA-II) to automatically
generate the best transformation rules satisfying the two conflicting criteria. We report
the results of our validation using three different transformation mechanisms. The best
solutions provided well-designed target models with a minimal set of rules.
1. INTRODUCTION

Model transformation plays an important role in model-driven engi-
neering (MDE) [1]. The research efforts by the MDE community have pro-

duced various languages and tools [2–5] for automating transformations

between different formalisms using mapping rules. These transformation

rules can be implemented using general programming languages such as Java

or C#, graph transformation languages like AGG [2] and the VIsual Auto-

matedmodel TRAnsformations (VIATRA) [3], or specific languages such as

ATLAS Transformation Language (ATL) [4, 5] and the Query/View/

Transformation (QVT) [6]. Sometimes, transformations are based on invari-

ants (preconditions and postconditions specified in languages such as the

Object Constraint Language (OCL) [7]).

One major challenge is to automate transformations while preserving the

quality of the produced models [1]. Thus, the main goal is to reduce the

number of possible errors when defining transformation rules. These trans-

formation errors have different causes such as transformation logic (rules) or

source/target metamodels. Existing approaches and techniques have been

successfully applied to transformation problems with a minimum number

of errors. Especially at the model level, correctness is the gold standard char-

acteristic of models: it is essential that the user understands exactly how the

target model deviates from fidelity to the source model in order to be able to

rely on any results. However, other important objectives are how to
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minimize the complexity of transformation rules (e.g., the number of rules

and number of matching in the same rule) while maximizing the quality of

target models to obtain well-designed ones. In fact, reducing rule complex-

ity and improving target model quality are important to (1) make rules and

target models easy to understand and evolve, (2) find transformation errors

easily, and (3) generate optimal target models.

The majority of existing approaches [1, 2, 5] formulate the transforma-

tion problem as a single-objective problem that maximizes rule correctness.

In this case, the proposed transformation rules produce target models with-

out errors. However, these rules are sometimes complex (e.g., size) and

applying them may generate very large target model, for example, complex

transformation rules in mapping from dynamic Unified Modeling Language

(UML) models to colored Petri nets (CPN); their systematic application will

generally results in large PNs [8]. This could compromise the subsequent

analysis tasks, which are generally limited by the number of the PN states.

Obtaining large PNs is not usually related to the size of the sourcemodels but

to the rule complexity [9]. In addition, it is important to take into consid-

eration the quality of produced target models (e.g., maximizing good design

practices by reducing the number of bad smells [10] in a generated class dia-

gram (CLD) from a relational schema (RS)). Another category of approaches

[11, 12] proposes an additional step to minimize complexity, using

refactoring operations [13, 14], after generating transformation rules. How-

ever, it is a difficult and fastidious task to modify, evolve, and improve qual-

ity of already generated complex rules.

In this chapter, to overcome some of the previously mentioned limita-

tions, we propose to alternatively view transformation rule generation as a

multiobjective problem. We generate solutions matching the source meta-

model elements to their equivalent target ones, taking into consideration

two objectives: (1) minimizing rule complexity and (2) maximizing target

model quality. We start by randomly generating a set of rules, executing

them on different source models to generate some target models, and then

evaluate the quality of the proposed solution (rules). Of course, during the

optimization process, we select only solutions ensuring full correctness (gen-

erating correct target models/rules). Correctness is the gold standard char-

acteristic of models: it is essential that the user understand exactly how the

target model deviates from fidelity to the source model in order to be able to

rely on any results. To ensure the transformation correctness, we used a list

of constraints to satisfy when generating target models. For the first objec-

tive, it calculates the number of rules and number of matching metamodels

in each rule (one-to-one, many-to-one, etc.). For the second objective, we
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use a set of software quality metrics [15] to evaluate the quality of generated

target models. To search for solutions, we selected and adapted, from the

existing multiobjective evolutionary algorithms [16], the nondominated

sorting genetic algorithm (NSGA-II) [17]. NSGA-II aims to find a set of

representative Pareto-optimal solutions in a single run. In our case, the eval-

uation of these solutions is based on the two mentioned conflicting criteria.

The primary contributions of the chapter can be summarized as follows:

1. We introduce a new approach for model transformation using multi-

objective techniques. Our proposal does not require to define rules man-

ually, but only to input a set of source models and equivalent target

models (without traceability links); it generates well-designed target

models/rules without the need to refactor them; it takes into consider-

ation the complexity of the generated rules; and it can be applied to any

source or target metamodels (independent from source and target lan-

guages). However, different limitations are discussed in Section 6.3.

2. We report the results of an evaluation of our approach; we used three

different transformation mechanisms to evaluate our proposal: CLDs

to RS and vice versa and sequence diagrams (SDs) to CPN. The gener-

ated rules for both mechanisms achieved high-quality scores with a min-

imal set of rules.

The rest of this chapter is organized as follows. Section 2 is dedicated to the

related work, while Section 3 describes the problem statement. The over-

view of our multiobjective proposal is described in Section 4. Section 5

explains the experimental method, the results of which are discussed in

Section 6. The chapter concludes with Section 7.

2. STATE OF THE ART

2.1. Model Transformation Languages

Kleppe et al. [18] provide the following definition of model transformation,

as illustrated in Fig. 4.1: a transformation is the automatic generation of a

target model from a source model, according to a transformation definition.

A transformation definition is a set of transformation rules that describe

together how a model in the source language can be transformed into a

model in the target language. A transformation rule is a description of

how one or more constructs in the source language can be transformed into

one or more constructs in the target language.

In the following, a classification of endogenous transformation (model-

to-model) approaches is briefly reported. Then, some of the available
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endogenous transformation languages are separately described. The classifi-

cation is mainly based upon [18, 19]. Several endogenous transformation

approaches have been proposed in the literature. In the following, classifi-

cations of model-to-model endogenous transformation approaches dis-

cussed by Czarnecki and Helsen [18, 19] are described.
2.1.1 Direct Manipulation Approach
It offers an internal model representation and some Application Program-

ming interfaces (API) to manipulate it. It is usually implemented as an

object-oriented framework, which may also provide some minimal infra-

structure. Users have to implement transformation rules, scheduling, trac-

ing, and other facilities in a programming language.

An example of used tools in direct manipulation approaches is Builder

Object Network (BON), a framework that is relatively easy to use and is

still powerful enough for most applications. BON provides a network of

Cþþ objects. It provides navigation and update capabilities for models using

Cþþ for direct manipulation.
2.1.2 Operational Approach
It is similar to direct manipulation but offers more dedicated support for

model transformation. A typical solution in this category is to extend the

utilizedmetamodeling formalismwith facilities for expressing computations.

An example would be to extend a query language such as OCL with imper-

ative constructs. Examples of systems in this category are Embedded

Constraint Language [20], QVT Operational Mappings [21], XMF [22],

MTL [23], and Kermeta [24].
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2.1.3 Relational Approach
It groups declarative approaches in which the main concept is mathematical

relations. In general, relational approaches [25] can be seen as a form of con-

straint solving. The basic idea is to specify the relations among source and

target element types using constraints that, in general, are nonexecutable.

However, the declarative constraints can be given executable semantics,

such as in logic programming where predicates can describe the relations.

All of the relational approaches are side effect-free and, in contrast to the

imperative direct manipulation approaches, create target elements implic-

itly. Relational approaches can naturally support multidirectional rules.

They sometimes also provide backtracking. Most relational approaches

require strict separation between source and target models, that is, they

do not allow in-place update. Examples of relational approaches are QVT

Relations and ATL [26]. Moreover, in Ref. [3], the application of logic pro-

gramming has been explored for the purpose.

2.1.4 Graph Transformation-Based Approach
They exploit theoretical work on graph transformations and require that the

source and target models be given as graphs [27]. Performing model trans-

formation by graph transformation means to take the abstract syntax graph of

a model and to transform it according to certain transformation rules. The

result is the syntax graph of the target model. More precisely, graph trans-

formation rules have an LHS and an RHS graph pattern. The LHS pattern is

matched in themodel being transformed and replaced by theRHS pattern in

place. In particular, LHS represents the preconditions of the given rule,

while RHS describes the postconditions. LHS\RHS defines a part that

has to exist to apply the rule, but that is not changed. LHS�LHS\RHS

defines the part that shall be deleted, and RHS�LHS\RHS defines the

part to be created. The LHS often contains conditions in addition to the

LHS pattern, for example, negative conditions. Some additional logic is

needed to compute target attribute values such as element names. Graph

Rewriting and Transformation Language (GReAT) [28] and AToM3 [29]

are systems directly implementing the theoretical approach to attributed

graphs and transformations on such graphs. They have built-in fixed-point

scheduling with nondeterministic rule selection and concurrent application

to all matching locations.

Mens and Van Gorp [30] provide a taxonomy of model transformations.

One of the main differences with the previous taxonomy is that Czarnecki

andHelsenproposeahierarchical classificationbasedon featurediagrams,while
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the Mens et al. taxonomy is essentially multidimensional. Another important

difference is that Czarnecki et al. classify the specification ofmodel transforma-

tions, whereasMens et al. taxonomy ismore targeted toward tools, techniques,

and formalisms supporting the activity of model transformation.

For these different categories, many languages and tools have been pro-

posed to specify and execute exogenous transformation programs. In 2002,

the Object Management Group (OMG) issued the Query/View/Transfor-

mation request for proposal [21] to define a standard transformation lan-

guage. Even though a final specification was adopted at the end of 2008,

the area of model transformation continues to be a subject of intense

research. Over the last years, in parallel to the OMG effort, several model

transformation approaches have been proposed from both academia and

industry. They can be distinguished by the used paradigms, constructs,

modeling approaches, tool support, and suitability for given problems.

We briefly describe next some well-known languages and tools.

ATL [5] is a hybrid model transformation language that contains a mix-

ture of declarative and imperative constructs. The former allows dealing

with simple model transformations, while the imperative part helps in cop-

ing with transformations of higher complexity. ATL transformations are

unidirectional, operating on read-only source models and producing

write-only target models. During the execution of a transformation, source

models may be navigated through, but changes are not allowed. Transfor-

mation definitions in ATL form modules. A module contains a mandatory

header section, import section, and a number of helpers and transformation

rules. There is an associated ATL Development Toolkit available as open

source from the GMT Eclipse Modeling Project [31]. A large library of

transformations is available at Ref. [4].

GReAT [32] is a metamodel-based graph transformation language that

supports the high-level specification of complex model transformation pro-

grams. In this language, one describes the transformations as sequenced

graph rewriting rules that operate on the input models and construct an out-

put model. The rules specify complex rewriting operations in the form of a

matching pattern and a subgraph to be created as the result of the application

of a rule. The rules (1) always operate in a context that is a specific subgraph

of the input and (2) are explicitly sequenced for efficient execution. The

rules are specified visually using a graphical model builder tool called the

Generic Modeling Environment (GME) [33].

AGG is a development environment for attributed graph transformation

systems that support an algebraic approach to graph transformation. It aims at
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specifying and rapid prototyping applications with complex, graph-

structured data. AGG supports typed graph transformations including type

inheritance and multiplicities. It may be used (implicitly in “code”) as a

general-purpose graph transformation engine in high-level Java applications

employing graph transformation methods.

The source, target, and common metamodels are represented by type

graphs. Graphs may additionally be attributed using Java code. Model

transformations are specified by graph rewriting rules that are applied non-

deterministically until none of them can be applied anymore. If an explicit

application order is required, rules can be grouped in ordered layers. AGG

features rules with negative application conditions to specify patterns

that prevent rule executions. Finally, AGG offers validation support that

is consistency checking of graphs and graph transformation systems

according to graph constraints, critical pair analysis to find conflicts

between rules (that could lead to a nondeterministic result), and checking

of termination criteria for graph transformation systems. An available tool

support provides graphical editors for graphs and rules and an integrated

textual editor for Java expressions. Moreover, visual interpretation and val-

idation are supported.

VIATRA2 [3] is an eclipse-based general-purpose model transformation

engineering framework intended to support the entire life cycle for the spec-

ification, design, execution, validation, and maintenance of transformations

within and between various modeling languages and domains. Its rule spec-

ification language is a unidirectional transformation language based mainly

on graph transformation techniques. More precisely, the basic concept in

defining model transformations within VIATRA2 is the (graph) pattern.

A pattern is a collection of model elements arranged into a certain structure

fulfilling additional constraints (as defined by attribute conditions or other

patterns). Patterns can bematched on certain model instances, and upon suc-

cessful pattern matching, elementary model manipulation is specified by

graph transformation rules. There is no predefined order of execution of

the transformation rules. Graph transformation rules are assembled into

complex model transformations by abstract state machine rules, which pro-

vide a set of commonly used imperative control structures with precise

semantics.

VIATRA2 is a hybrid language since the transformation rule language is

declarative, but the rules cannot be executed without an execution strategy

that should be specified in an imperative manner. Important specification

features of VIATRA2 include recursive (graph) patterns, negative patterns
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with arbitrary depth of negation, and generic and meta-transformations

(type parameters and rules manipulating other rules) for providing reuse

of transformations.

A conclusion to be drawn from studying the existing endogenous trans-

formation approaches, tools, and techniques is that they are often based on

empirically obtained rules [34]. In fact, the traditional and common

approach toward implementing model transformations is to specify the

transformation rules and automate the transformation process by using

an executable model transformation language. Although most of these lan-

guages are already powerful enough to implement large-scale and complex

model transformation tasks, they may present challenges to users, particu-

larly to those who are unfamiliar with a specific transformation language.

Firstly, even though declarative expressions are supported in most model

transformation languages, they may not be at the proper level of abstraction

for an end user and may result in a steep learning curve and high training

cost. Moreover, the transformation rules are usually defined at the meta-

model level that requires a clear and deep understanding about the abstract

syntax and semantic interrelationships between the source and target

models. In some cases, domain concepts may be hidden in the metamodel

and difficult to unveil (e.g., some concepts are hidden in attributes or asso-

ciation ends, rather than being represented as first-class entities). These

implicit concepts make writing transformation rules challenging. Thus,

the difficulty of specifying transformation rules at the metamodel level

and the associated learning curve may prevent some domain experts from

building model transformations for which they have extensive domain

experience.

To address these challenges inherited from using model transformation

languages, an innovative approach called model transformation by example

(MTBE) is proposed that will be described in the Section 2.2.
2.2. Model Transformation by Example
Examples play a key role in the human learning process. There are numerous

theories on learning styles in which examples are used. For a description of

today’s popular learning style theories, see Refs. [35, 36].

Our work is based on using past transformation examples. Various “by-

example” approaches have been proposed in the software engineering

literature [37].
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What does by example really mean? What do all by-example approaches

have in common? The main idea, as the name already suggests, is to give the

software examples of how things are done or what the user expects and let it

do the work automatically. In fact, this idea is closely related to fields such as

machine learning or speech recognition. Common to all by-example

approaches is the strong emphasis on user-friendliness and a “short” learning

curve. According to Baudry et al. [38], the by-example paradigm dates back to

1970—see “Learning Structure Descriptions from Examples” in Ref. [39].

Programming by example [36] is the best-known by-example

approach. It is a technique for teaching the computer a new behavior

by demonstrating actions on concrete examples. The system records user

actions and generalizes a program that can be used for new examples.

The generalization process is mainly based on user responses to queries

about user intentions. Another well-known approach is query by example

(QBE) [40]. It is a query language for relational databases that are con-

structed from filled sample tables with examples: rows and constraints.

QBE is especially suited for queries that are not too complex and can

be expressed in terms of a few tables. In web engineering, Lechner and

Schrefl [41] present the language TBE (XML transformers by example) that

allows defining transformers for WebML schemes by example, that is, stat-

ing what is desired instead of specifying the operations to get it. Advanced

XSLT tools are also capable of generating XSLT scripts using examples

from schema levels (like MapForce from Altova) or document

(instance)-level mappings (such as the pioneering XSLerator from IBM

Alphaworks or the more recent Stylis Studio).

The problems addressed by the previously mentioned approaches are dif-

ferent from ours in both the nature and the objectives.

The commonalities of the by-example approaches for transformation can

be summarized as follows: All approaches define an example as a triple con-

sisting of an input model and its equivalent output model and trace between

the input and output model elements. These examples have to be established

by the user, preferably in a concrete syntax. Then, generalization techniques

such as hard-coded reasoning rules, inductive logic, or relational concept

analysis are used to derive model transformation rules from the examples,

in a deterministic way that is applicable for all possible input models that have

a high similarity with the predefined examples.

Varro and Balogh [42, 43] propose a semiautomated process for MTBE

using inductive logic programming. The principle of their approach is to

derive transformation rules semiautomatically from an initial prototypical
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set of interrelated source and target models. Another similar work is that of

Wimmer et al. [44] that derives ATL transformation rules from examples of

business process models. Both contributions use semantic correspondences

between models to derive rules. Their differences include the fact that [44]

presents an object-based approach that finally derives ATL rules for model

transformation, while [45] derives graph transformation rules. Another dif-

ference is that they, respectively, use an abstract versus a concrete syntax:

Varro uses IPL when Wimmer relies on an ad hoc technique. Both models

are heavily dependent on the source and target formalisms. Another similar

approach is that of Dolques et al. [46] that aims to alleviate the writing of

transformations and where engineers only need to handle models in their

usual (concrete) syntax and to describe the main cases of a transformation,

namely, the examples. A transformation example includes the source model,

the target model, and trace links that make explicit how elements from the

source model are transformed into elements of the target model. The trans-

formation rules are generated from the transformation traces, using formal

concept analysis extended by relations, and they are classified through a lat-

tice that helps navigation and choice. This approach requires the examples to

cover all the transformation possibilities and it is only applicable for one-to-

one transformations.

Recently, a similar approach to MTBE, called model transformation by

demonstration (MTBD), was proposed [47]. Instead of the MTBE idea of

inferring the rules from a prototypical set of mappings, users are asked to

demonstrate how the MT should be done, through direct editing (e.g.,

add, delete, connect, and update) of the source model, so as to simulate

the transformation process. A recording and inference engine was devel-

oped, as part of a prototype called MT-Scribe, to capture user operations

and infer a user’s intention during an MT task. A transformation pattern

is then generated from the inference, specifying the preconditions of the

transformation and the sequence of operations needed to realize the trans-

formation. This pattern can be reused by automatically matching the pre-

conditions in a new model instance and replaying the necessary

operations to simulate theMT process. However, this approach needs a large

number of simulated patterns to be efficient, and it requires a high level of

user intervention. In fact, the user must choose the suitable transformation

pattern. Finally, the authors do not show howMTBD can be useful to trans-

form an entire source model and only provide examples of transforming

model fragments. On the other hand, theMTBD approach, in contradiction

with other by-example approaches, is applied to endogenous transformations.
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Another very similar by demonstration approach was proposed by Langer

et al. [48]. The difference from Sun et al.’s work, which uses the recorded

fragments directly, is that Langer et al. use them to generate ATL rules.

Another difference is that the Langer approach is related to exogenous

transformation.

Brosch et al. [49] introduced a tool for defining composite operations,

such as refactorings, for software models in a user-friendly way. This

by-example approach prevents modelers from acquiring deep knowledge

about the metamodel and dedicated model transformation languages. How-

ever, this tool is only able to apply refactoring operations and does not detect

automatically refactoring operations.

The commonalities of the by-example approaches for the exogenous

transformation can be summarized as follows: All approaches define an

example as a triple consisting of an input model and its equivalent output

model and trace between the input and output model elements. The exam-

ples have to be established by the user, preferably in a concrete syntax. Then,

generalization techniques such as hard-coded reasoning rules, inductive

logic, or relational concept analysis are used to derive model transformation

rules from the examples, in a deterministic way that is applicable to all pos-

sible input models that have a high similarity with the predefined examples.

None of the mentioned approaches claims that the generation of the

model transformation rules is correct or complete. In particular, all

approaches explicitly state that some complex parts of the transformation

involving complex queries, attribute calculations such as aggregation of

values, nondeterministic transformations, and counting of elements have

to be developed by the user, by changing the generated model transforma-

tions. Furthermore, the approaches recommend developing the model

transformations using an iterative methodology. This means that, after gen-

erating the transformations from initial examples, these examples can be

adjusted or the transformation rules should be changed if the user is not sat-

isfied with the outcome. However, in most cases, deciding that the examples

or the transformation rules need changing is not an obvious process to

the user.
2.3. Traceability-Based Model Transformation
Some other metamodel matching works can also be considered as variants of

by-example approaches. Garcia-Magarino et al. [11] propose an approach to

generate transformation rules between two metamodels that satisfy some
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manually introduced constraints by the developer. In Ref. [50], the authors

propose to automatically capture some transformation patterns in order to

generate matching rules at the metamodel level. This approach is similar

to MTBD, but it is used at the metamodel level.

Most current transformation languages [11, 51, 52] build an internal

traceability model that can be interrogated at execution time, for example,

to check if a target element was already created for a given source ele-

ment. This approach is specific to each transformation language and some-

times to the individual transformation specification. The language

determines the traceability metamodel, and the transformation specifica-

tion determines the label of the traces (in case of QVT/relational, the

traceability metamodel is deduced from the transformation specification).

The approach taken only provides an access to the traces produced within

the scope of the current transformation. Marvie describes a transformation

composition framework [53] that allows manual creation of linkings

(traces). These linkings can then be accessed by subsequent transforma-

tion, although this is limited to searching specific traces by name, intro-

ducing tight coupling between subtransformations.

In order to transform models, they need to be expressed in some model-

ing language (e.g., UML for design models and programming languages for

source code models). The syntax and semantics of the modeling language

itself are expressed by a metamodel (e.g., the UML metamodel). Based

on the language in which the source and target models of a transformation

are expressed, a distinction can be made between endogenous and exoge-

nous transformations.
2.4. Search-Based Software Engineering
Our approach is largely inspired by contributions in search-based software

engineering (SBSE). SBSE is defined as the application of search-based

approaches to solve optimization problems in software engineering [54].

Once a software engineering task is framed as a search problem, there are

numerous approaches that can be applied to cope with that problem, from

local searches such as exhaustive search and hill climbing to metaheuristic

searches such as genetic algorithms (GAs) and ant colony optimization [55].

Many contributions have been proposed for various problems, mainly in

cost estimation, testing, and maintenance [40, 56]. Module clustering, for

example, has been addressed using exhaustive search [55], GAs [56], and

simulated annealing (SA) [57]. In those studies that compared search
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techniques, hill climbing was perhaps surprisingly found to produce better

results than metaheuristic GA searches. Model verification has also been

addressed using search-based techniques. Shousha et al. [58] propose an

approach to detect deadlocks in UML models, but the generation of a

new quality predictive model, starting from a set of existing ones by using

SA, is probably the problem that is the most similar to MT by examples. In

that work, the model is also decomposed into fine-grained pieces of exper-

tise that can be combined and adapted to generate a better prediction model.

To the best of our knowledge, inspired among others by the road map paper

of Harman [56], the idea of treating model transformation as a combinatorial

optimization problem to be solved by a search-based approach was not

studied before our proposal.
2.5. Summary
This section has introduced the existing work in different domains related to

our work. The closest work to our proposal is MTBE. Once the examples

have been established, generalization techniques, such as hard-coded rea-

soning rules, inductive logic [43], or relational concept analysis or pattern,

are used to derive model transformation rules from the examples, in a deter-

ministic way that is applicable for all possible input models that have a high

similarity with the predefined examples.

Table 4.1 summarizes an existing transformation by-example approaches

according to given criteria. The majority of these approaches are specific to

exogenous transformation and based on the use of traceability.

One conclusion to be drawn from studying the existing by-example

approaches is that they use semiautomated rule generation, with the
Table 4.1 By-Example Approaches
By-Example
Approaches

Exogenous
Transformation

Endogenous
Transformation Traceability

Rule
Generation

[43] X X X

[44] X X X

[47] X X

[46] X X X

[48] X X X

[49] X X
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generated rules further refined by the user. In practice, this may be a lengthy

process and require a large number of transformation examples to assure the

quality of the inferred rules. In this context, the use of search-based optimi-

zation techniques can be a more preferable transformation approach since it

directly generates the target model from the existing examples, without

using the rule step. This also leads to a higher degree of automation than

existing by-example approaches.

As shown in Section 2.4, like many other domains of software engineer-

ing, MDE is concerned with finding exact solutions to these problems or

those that fall within a specified acceptance margin. Search-based optimiza-

tion techniques are well suited for the purpose. For example, when testing

model transformations, the use of deterministic techniques can be unfeasible

due to the number of possibilities to explore for test case generation, in order

to cover all source metamodel elements. However, the complex nature of

MDE problems sometimes requires the definition of complex fitness func-

tions [59]. Furthermore, the definition is specific to the problem to solve and

necessitate expertise in both search-based andMDE fields. It is thus desirable

to define a generic fitness function, evaluating a quality of a solution that can

be applied to various MDE problems with low adaptation effort and

expertise.

To tackle these challenges, our contribution combines search-based

and by-example techniques. The difference with case-based reasoning

approaches is that many subcases can be combined to derive a solution,

not just the most adequate case. In addition, if a large number of combina-

tions have to be investigated, the use of search-based techniques becomes

beneficial in terms of search speed to find the best combination.

3. MOTIVATIONS AND PROBLEM STATEMENT

In this section, we emphasize the motivations of our work and the spe-
cific problems that are addressed by our multiobjective approach.

3.1. Defining Transformation Rules
Although there is a consensus about the necessity of defining transformation

rules, our experience with industrial partners showed that there are many

open issues that need to be addressed when defining a transformation mech-

anism. Sometimes, the transformation may not be obvious to realize, due to

different reasons [9]. The process of defining rules manually for model trans-

formation is complex, time-consuming, and error-prone. Thus, we need to
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define an automated solution to generate rules automatically instead of the

manual process. One solution is to propose a semiautomated approach for a

rule generation in order to help the designer. In the majority of existing

approaches, the rules are generated from traceability links interrelating dif-

ferent source and target model examples. However, defining traces is a fas-

tidious task because they are manually defined. Generating transformation

rules can be difficult since the source and target languages may have elements

with different semantics; therefore, one-to-one mappings are not often suf-

ficient to express the semantic equivalence between metamodel elements.

Indeed, in addition, to ensure structural (static) coherence, the transforma-

tion should guarantee a behavioral coherence in terms of time constraints

and weak sequencing. In addition, various rule combination possibilities

may be used to transform between the same source and target languages:

how to choose between different possible rule combinations having the

same correctness.
3.2. Reducing Transformation Complexity
In general, the majority of existing transformation approaches generates

transformation rules without taking into consideration complexity (but only

correctness). In such situations, applying these rules could generate large tar-

get models, it is difficult to test complex rules and detect/correct transfor-

mation errors, and it is a fastidious task to evolve complex rules

(modifying the transformation mechanism) when the source or target meta-

models are modified. Some transformation approaches [12, 60, 61] propose

to refactor the rules after defining them. However, it is difficult to manip-

ulate and modify complex rules. For this reason, it is better to optimize the

complexity when generating the rules.
3.3. Improving Transformation Quality
The majority of model maintenance work [10, 12, 62, 63] is concerned with

the detection and correction of bad design fragments, called design defects or

bad smells, after the generation of target models [8]. Design defects refer to

design situations that adversely affect the development of models [2]. In

Ref. [62], Beck defines 22 sets of symptoms of common defects. For

UML CLDs, these include large classes, feature envy, long parameter lists,

and lazy classes. In most of the existing model transformation work, the main

goal is to generate correct target models. The quality of target models is not

considered when generating transformation rules. However, it is important

https://www.researchgate.net/publication/235924378_Maintainability_Defects_Detection_and_Correction_A_Multi-Objective_Approach?el=1_x_8&enrichId=rgreq-02ebd4bd81077adac18cc0bff7424805-XXX&enrichSource=Y292ZXJQYWdlOzI2NTU1MjU3MDtBUzoxNDAzMTIwNzY4ODYwMThAMTQxMDQ2NDQxNDU0NA==
https://www.researchgate.net/publication/3929872_Automated_support_for_program_refactoring_using_invariants?el=1_x_8&enrichId=rgreq-02ebd4bd81077adac18cc0bff7424805-XXX&enrichSource=Y292ZXJQYWdlOzI2NTU1MjU3MDtBUzoxNDAzMTIwNzY4ODYwMThAMTQxMDQ2NDQxNDU0NA==
https://www.researchgate.net/publication/4104985_Detection_startegies_Metrics-based_rules_for_detecting_design_flaws?el=1_x_8&enrichId=rgreq-02ebd4bd81077adac18cc0bff7424805-XXX&enrichSource=Y292ZXJQYWdlOzI2NTU1MjU3MDtBUzoxNDAzMTIwNzY4ODYwMThAMTQxMDQ2NDQxNDU0NA==
https://www.researchgate.net/publication/242353798_Refactoring_A_Program_Restructuring_Aid_in_Designing_Object-oriented_Application_Frameworks?el=1_x_8&enrichId=rgreq-02ebd4bd81077adac18cc0bff7424805-XXX&enrichSource=Y292ZXJQYWdlOzI2NTU1MjU3MDtBUzoxNDAzMTIwNzY4ODYwMThAMTQxMDQ2NDQxNDU0NA==
https://www.researchgate.net/publication/221116944_AGG_A_Graph_Transformation_Environment_for_Modeling_and_Validation_of_Software?el=1_x_8&enrichId=rgreq-02ebd4bd81077adac18cc0bff7424805-XXX&enrichSource=Y292ZXJQYWdlOzI2NTU1MjU3MDtBUzoxNDAzMTIwNzY4ODYwMThAMTQxMDQ2NDQxNDU0NA==
https://www.researchgate.net/publication/249946728_Some_Rules_to_Transform_Sequence_Diagrams_into_Coloured_Petri_Nets?el=1_x_8&enrichId=rgreq-02ebd4bd81077adac18cc0bff7424805-XXX&enrichSource=Y292ZXJQYWdlOzI2NTU1MjU3MDtBUzoxNDAzMTIwNzY4ODYwMThAMTQxMDQ2NDQxNDU0NA==


177Model Transformation Using Multiobjective Optimization

Author's personal copy
to ensure that generated transformation rules provide well-designed target

models with a minimum number of bad smells. Otherwise, each target

model should be revised to improve its design quality, which can be a fas-

tidious task. In fact, detecting and fixing design defects is, to some extent, a

difficult, time-consuming, and manual process [8].

4. APPROACH OVERVIEW

This section shows how the previously mentioned issues can be
addressed using our proposal. This section starts by presenting an illustration

of an example of the transformation mechanism. Then, we provide an over-

view of the approach and we discuss the computational complexity of our

problem.

A model transformation mechanism takes as input a model to transform,

the source model, and produces as output another model, the target model.

The source and target models must conform to specific metamodels and,

usually, relatively complex transformation rules are defined to ensure this.

We can illustrate this definition of the model transformation mechanism

with the case of CLD-to-RS transformation. Our choice of CLD-to-RS

transformation is motivated by the fact that it is well known and reasonably

complex; this allows us to focus on describing the technical aspects of our

approach. In Section 6, we show that our approach can also be applied to

more complex transformations such as SDs to CPNs [64].

Figure 4.2A shows a simplified metamodel of the UMLCLD, containing

concepts like class, attribute, and relationship between classes. Figure 4.2B

shows a partial view of theRSmetamodel, composed of table, column, attri-

bute, etc. The transformation mechanism, based on rules, will then specify

how the persistent classes, their attributes, and their associations should be

transformed into tables, columns, and keys.

Figure 4.3 shows the example of a source model, as CLD containing four

classes and two association links, and its related target model.

The associated target model is expressed as an RS. Four classes are

mapped to tables (Client, Order, Order details, and Product). The two asso-

ciation links become foreign keys. Finally, attributes in subclasses are

mapped into columns of the derived table from the parent class. The

CLD-to-RS transformation is used to illustrate our approach described in

the rest of this chapter.

The general structure of our approach is introduced in Fig. 4.4. The fol-

lowing two sections give more details about our proposals.
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Figure 4.2 Class diagram and relational schema metamodels. (A) Class diagram meta-
model. (B) Relational schema metamodel.
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As described in Fig. 4.4, the number of source models and the expected

target ones is used to generate the transformation rules. In fact, our approach

takes as inputs a set of source models with their equivalent target models, a

list of quality metrics, and another list of constraints (to ensure transforma-

tion correctness) and takes as controlling parameters a list of source and target

metamodel elements. Our approach generates a set of rules as output.

The rule generation process combines source and target metamodel ele-

ments within rule expressions. Some logical expressions (union OR and

intersection AND) can be used to combine between metamodel elements.

Consequently, a solution to the transformation problem is a set of rules that

transforms well the source models to target models within the satisfaction of

the list of all transformation constraints. For example, the following rule

states that a class is transformed to a table with the same name having a pri-

mary key:

R1: IF Class(A) THEN Table(A) AND Column(idA, A, pk).

In this example of a rule, a class, a table, and a primary key column cor-

respond to some extracted elements from the source and target metamodels.

The first part of the rule contains only elements from the source metamodel.

Consequently, the second part of the rule contains only elements from the

target metamodel.

To ensure the transformation correctness when generating transforma-

tion rules, the idea is that the transformation of source models into target

models is coupled with a contract consisting of pre- and postconditions.

Hence, the transformation is tested with a range of source models that satisfy

the preconditions to ensure that it always yields target models that satisfy the

postconditions. If the transformation produces an output model that violates

a postcondition, then the contract is not satisfied and the transformation

needs to be corrected. The contract is defined at the metamodel level and
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conditions are generally expressed in OCL. We used these constraints as

input in our approach.

After ensuring the transformation correctness, our multiobjective opti-

mization process uses two criteria to evaluate the generated solutions.

The first criterion consists of minimizing the rule complexity by reducing

the number of rules and the number of matching metamodels in each rule.

The second criterion consists of maximizing the quality of generated target

models, based on different quality metrics. Quality metrics provide useful

information that helps in assessing the level of conformance of a software

system to a desired quality such as evolvability and reusability. For instance,

Ehrig et al. and Marinescu [12, 63] propose different metrics to evaluate

the quality of RSs such as depth of relational tree of a table T that is defined

as the longest referential path between tables, from the table T to any other

table in the schema database; referential degree of a table T (RD(T)) con-

sisting of the number of foreign keys in the table T; percentage of complex

columns metric of a table T; and size of a schema (SS) defined as the sum of

the tables size (TS) in the schema.

We selected also a set of quality metrics that can be applied on CLDs as

target models. These metrics include number of associations (Naccoc), the

total number of associations; number of aggregations (Nagg), the total number

of aggregation relationships; number of dependencies (Ndep), the total num-

ber of dependency relationships; number of generalizations (Ngen), the total

number of generalization relationships (each parent–child pair in a generali-

zation relationship); number of aggregations hierarchies, the total number

of aggregation hierarchies; number of generalization hierarchies, the total

number of generalization hierarchies; and maximum DIT, the maximum

of the DIT (depth of inheritance tree) values for each class in a CLD. The

DIT value for a class within a generalization hierarchy is the longest path from

the class to the root of the hierarchy; number of attributes (NA), the total

number of attributes; number of methods (LOCMETHOD), the total num-

ber of methods; and number of private attributes (NPRIVFIELD), number of

private attributes in a specific class.

During the multiobjective optimization process, our approach combines

randomly source and target metamodel elements within logical expressions

(union OR and intersection AND) to create rules. In this case, the number n

of possible combinations is very large. The rule generation process consists of

finding the best combination between m source metamodel elements and k

target metamodel elements. In addition, a huge number of possibilities to

execute the transformation rules exist (rule execution sequence). In this
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context, the number NR of possible combinations that have to be explored

is given by NR¼ ((nþk)!)m.

This value quickly becomes huge. Consequently, the rule generation

process is a combinatorial optimization problem. Since any solution must

satisfy two criteria (complexity and quality), we propose to consider the sea-

rch as a multiobjective optimization problem instead of a single-objective

one. To this end, we propose an adaptation of the NSGA-II proposed in

Ref. [17]. This algorithm and its adaptation are described in Section 5.

5. MULTIOBJECTIVE MODEL TRANSFORMATION

In this section, we describe the NSGA-II that is used to generate
model transformation rules. After ensuring transformation correctness, this

algorithm takes into consideration two objectives: (1) minimizing rule com-

plexity (number of rules and number of matching metamodels in each rule)

and (2) maximizing target model quality using quality metrics.

5.1. NSGA-II Overview
The NSGA-II is a powerful search method. It is stimulated by natural selec-

tion that is inspired from the theory of Darwin. Hence, the basic idea is to

make a population of candidate solutions evolving toward the best solution

in order to solve a multiobjective optimization problem. NSGA-II was

designed to be applied to an exhaustive list of candidate solutions, which

creates a large search space.

The main idea of the Pareto NSGA-II is to calculate the Pareto front that

corresponds to a set of optimal solutions, so-called nondominated solutions,

or also Pareto set. A nondominated solution is the one that provides a suit-

able compromise between all objectives without degrading any of them.

Indeed, the concept of Pareto dominance consists of comparing each solu-

tion x with every other solution in the population until it is dominated by

one of them. If any solution does not dominate it, the solution xwill be con-

sidered nondominated and will be selected by the NSGA-II to be one of the

set of Pareto front. If we consider a set of objectives fi, i21, . . ., n, to max-

imize, a solution x dominates x0 if 8i, fi(x0)� fi(x) and 9j | fj(x
0)< fj(x).

The first step in NSGA-II is to create randomly the initial population P0
of individuals encoded using a specific representation. Then, a child popu-

lationQ0 is generated from the population of parents P0 using genetic oper-

ators such as crossover and mutation. Both populations are merged and a

subset of individuals is selected basely on the dominance principle to create
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the next generation. This process will be repeated until it reaches the last

iteration according to stop criteria.

To be applied, NSGA-II needs to specify some elements that have to be

considered in its implementation: (1) the representation of individuals used

to create a population, (2) a fitness function according to each objective to

evaluate the candidate solutions, and (3) the crossover and mutation oper-

ators that have to be designed according to the individual’s representation. In

addition, a method to select the best individuals has to be implemented to

create the next generation of individuals. The result of NSGA-II is the best

individuals (with highest fitness scores), produced along all generations. In

the following sections, we show how we adapted all of these concepts to

guide our search-based transformation approach.
5.2. NSGA-II Adaptation
We adapted NSGA-II to the problem of generating transformation rules,

taking into consideration both complexity and model quality dimensions.

We consider each one of these criteria as a separate objective for NSGA-

II. The algorithm’s pseudocode is given in Fig. 4.5.

As Fig. 4.5 has shown, the algorithm takes as input a set of source and

target metamodel elements and a set of source models and its equivalent tar-

get ones. Lines 1–5 construct an initial based population on a specific rep-

resentation, using the list of metamodel elements, given at the inputs. Thus,

the initial population stands for a set of possible transformation rule solutions

that represents a set of source and target metamodel elements, selected and

combined randomly. Lines 6–30 encode the main NSGA-II loop whose

goal is to make a population of candidate solutions that evolve toward

the best rule combination, that is, the one that minimizes as much as possible

the number of rules and matching metamodels in the same rule and maxi-

mizes the target model quality by improving quality metric values. During

each iteration t, a child population Qt is generated from a parent generation

Pt (line 7) using genetic operators. Then,Qt and Pt are assembled in order to

create a global population Rt (line 8). After that, each solution Si in the pop-

ulation Rt is evaluated using the two fitness functions, complexity and qual-

ity (lines 11–18):

• Complexity function (line 13) calculates the number of rules and

matching metamodels in each rule.

• Quality function (line 14) represents the quality score of based target

models on a combination of quality metrics.



Input : Source metamodel elements SMM

Input : Target metamodel elements TMM

Input : source models SM 

Input: Correctness constraints CC

Input: Quality metrics QM

Output : Near-optimal transformation rules

1: initialize_population(P, Max_population)

2: P0:= set_of(S) 

3: S:= set_of(Rules:SMM:TMM)

4: SM:= Source_Models

5: iteration:=0

6: repeat

7: Qt:= Gen_Operators(Pt)

8: Rt:=Pt U Qt

9: for all Si Rt do

10: TM:= execute_rules(Rules, SM);

11:     Correctness(Si) := calculate_constraints_coverage(SM, TM, CC);

12: if (Correctness(Si) ==1 ) then 

13: Complexity(Si) := calculate_complexity(Rules);

14: QualityModels(Si) := calculate_qualityModels(TM, QM);

15: else

16: Complexity(Si) == 0;

17: QualityModels(Si) == 0;

18: End if

19: end for

20: F:=fast-non-dominated-sorting(Rt)

21: Pt+1 :=Ø

22: while |Pt+1|<Max_size

23: Fi := crowding_distance_assignment(Fi)

24: Pt+1 := Pt+1+Fi

25: end while

26: Pt+1 :=Pt+1[0:Max_size]

27: iteration:= iteration+1;
28: until (iteration ==max_iterations) 

29: best_solutions = Pareto_front(Rt)

30: return best_solutions

Figure 4.5 High-level pseudocode for NSGA-II adaptation to our problem.

183Model Transformation Using Multiobjective Optimization

Author's personal copy



184 Mohamed Wiem Mkaouer and Marouane Kessentini

Author's personal copy
These two functions take the value 0 if the transformation correctness is not

ensured. The correctness function (line 11) represents the percentage of

source/target metamodel constraints that are satisfied by the proposed solu-

tion Si. We consider during the optimization process only solutions that sat-

isfy all correctness constraints.

Once quality and complexity are calculated, solutions are sorted in order

to return a list of nondominated fronts F (line 20). When the whole current

population is sorted, the next population Ptþ1 will be created using solutions

that are selected from sorted fronts F (lines 21–26). When two solutions are

in the same front, that is, same dominance, they are sorted by the crowding

distance, a measure of density in the neighborhood of a solution. The algo-

rithm terminates (line 28) when it achieves the termination criterion (max-

imum iteration number). The algorithm returns the best solutions that are

extracted from the first front of the last iteration (line 29).

We give more details in the following subsections about the representa-

tion of solutions, genetic operators, and fitness functions.
5.2.1 Solution Representation
An individual is a set of declarative IF–THEN rules. To ease the manipu-

lation of the source and target metamodels and their transformation, the

metamodels are described using a set of predicates that corresponds to the

included element. For example, Fig. 4.6 shows the rule interpretation of

an individual containing two rules. So, the mapping between predicates

Class (A) and Table (A) indicates that the class A is transformed to a table

with the same name.

Similarly, the mapping betweenAssociation(1,n,1,n,N,A, B) andTable(N)

AND Column(idA, N,pfk) AND Column(idB, N,pfk) indicates that the asso-

ciation link N is transformed to a table with the same name containing two

primary foreign keys pfk, idA and idB that are primary keys, respectively, in

tables A and B.

Consequently, a transformation rule has the following structure:

IF “Combination of source metamodel elements” THEN “Combination of

target metamodel elements”
Rule 1 : Class(A) THEN Table(A) 

Rule 2 : Association(1,n,1,n,N,A, B). THEN Table(N) AND Column(idA, N,pfk) 

AND Column(idB, N,pfk).

Figure 4.6 Rule interpretation of an individual.
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As shown in Fig. 4.6, the IF clause contains a combination of source

metamodel elements. These elements are combined using logic operators

(AND andOR). Consequently, THEN clauses highlight the equivalent tar-

get metamodel elements. Some other additional rules determine the

sequence of applying transformation rules.

One of the most suitable computer representations of rules is based on

the use of trees. In our case, the rule interpretation of an individual will

be handled by a tree representation, which is composed of two types of

nodes: terminals and functions. The terminals (leaf nodes of a tree) corre-

spond to source or target metamodel elements. The functions that can be

used between these elements correspond to logical operators, which are

union (OR) and intersection (AND).

Consequently, the rule interpretation of the individual of Fig. 4.6 has the

following tree representation of Fig. 4.7. The sequence of applying the rules

is determined randomly.
5.2.2 Generation of an Initial Population
To generate an initial population, we start by defining the maximum tree

length including the number of nodes and levels. Because the individuals
Figure 4.7 Solution representation.
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will evolve with different tree lengths (structures), we randomly assign for

each one:

• One source or target metamodel element to each terminal node

• A logic operator (AND or OR) to each function node

5.2.3 Selection and Genetic Operations
5.2.3.1 Selection
There are many selection strategies where fittest individuals are allocated

more copies in the next generations than the other ones. Thus, to guide

the selection process, NSGA-II uses a comparison operator, based on a cal-

culation of the crowding distance, to select potential individuals to construct

a new population Ptþ1. Furthermore, for our initial prototype, we used sto-

chastic universal sampling (SUS) to derive a child populationQt from a par-

ent population Pt, in which each individual’s probability of selection is

directly proportional to its relative overall fitness value (average score of

the two fitness values) in the population. We use SUS to select elements

from Pt that represents the best elements to be reproduced in the child pop-

ulation Qt using genetic operators such as mutation and crossover.

5.2.3.2 Crossover
Two parent individuals are selected, and a subtree is picked on each one.

Then, the crossover operator swaps the nodes and their relative subtrees

from one parent to the other. Each child thus combines information from

both parents.

Figure 4.8 shows an example of the crossover process. In fact, the rule R1

and a rule R2 are combined to generate two new rules. The right subtree of

R1 is swapped with the left subtree of R2.

As result, after applying the cross operator, the new rule R1 will be:

Rule 1: Class(A) THEN Table(A).

Rule 2: Association (1,n,1,n,N,A, B). THEN Table(N) AND Column(idA,

N,pfk) AND Column(idB, N,pfk).

5.2.3.3 Mutation
The mutation operator can be applied to either function or terminal nodes.

This operator can modify one or many nodes. Given a selected individual,

the mutation operator first randomly selects a node in the tree representation

of the individual. Then, if the selected node is a terminal (source or target

metamodel element), it is replaced by another terminal (another metamodel

element).
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If the selected node is a function (e.g., AND operator), it is replaced by a

new function (i.e., AND becomes OR). If a tree mutation is to be carried

out, the node and its subtrees are replaced by a new randomly generated

subtree.

To illustrate the mutation process, consider again the example that cor-

responds to a candidate rule. Figure 4.9 illustrates the effect of a mutation to
Figure 4.8 Crossover operator.

Figure 4.9 Mutation operator.
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modify the metamodel element association link in the rule R1. Thus, after

applying the mutation operator, the new rule R1 will be:

Rule 1: Association (0,n,0,n,N,A, B). THEN Table(A).

When the crossover andmutation operators are executed, many pre- and

postconditions should be satisfied to ensure that the rule modifications are

valid. We specified these conditions for each metamodel element.
5.2.4 Multicriteria Evaluation
In the majority of existing work, the fitness function evaluates a generated

solution by verifying its ability to ensure transformation correctness. In our

case, in addition to ensuring transformation correctness, we define two new

fitness functions in our NSGA-II adaptation: (1) rule complexity and (2) tar-

get model quality.

To ensure transformation correctness, different constraints are defined

manually including two parts: pre- and postconditions. The preconditions

constrain the set of valid models and the postconditions declare a set of prop-

erties that can be expected on the output model. For example, a table should

contain at least one primary key or a foreign key should be a primary key in

another table. As described in Fig. 4.4, the transformation correctness con-

straints are verified before evaluating the rule complexity and model quality.

If the proposed solution generates correct transformation rules, then com-

plexity and quality criterion can be evaluated. Thus, the correctness C

parameter takes 1 if all constraints are satisfied otherwise 0:

C¼ 1, if all transformation correctness constraints are satisfied

0, otherwise

�

5.2.4.1 Complexity Criterion
In our approach, we define the complexity function, tominimize, as the sum

of number of generated rules and number of metamodel elements in each

rule:

f1 ¼ c� nþmð Þ ð4:1Þ
where n is the number of rules to define and m is the number of metamodel

elements in the same rule. Of course, the complexity function takes 0 if the

transformation correctness is not ensured (c¼0).
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5.2.4.2 Quality Criterion
The quality criterion is evaluated using the fitness function given in

Eq. (4.2). The quality value increases when the metric values (mi) are in

the range of well-designed model thresholds (mi,best_minOrmax). This func-

tion, to minimize, returns a real value that represents the difference between

good metric values (expected) and those extracted from the generated target

models. The choice of good metric thresholds is based on our previous

works in model quality improvements:

f2¼
XnbMetrics

i¼0

Min mi,min�mi

�� ��, mi,max�mi

�� ��� � ð4:2Þ

In this case, the quality of generated target models is maximized when f2
is minimized. To illustrate the fitness function, we consider that a solution

generated contains these four rules:

R1: IF Class(A) THEN Table(A) AND Column(idA,A,pk).

R2: IF Attribute(a,A) THEN Column(a,A,_).

R3: IF Association(0,1,0,n,N,A,B) THEN Column(idA,B,fk).

R4: IF Association(1,n,1,n,N,A, B) THEN Table(N) AND Column(idA,idB,

N,pfk).

To evaluate this solution, let us consider the CLD source model of

Fig. 4.3A. After executing this set of four rules, we obtain the RS target

model of Fig. 4.3B.We consider, for example, that the correctness is ensured

based on two constraints: (C1) each table should contain, at least, one pri-

mary key; and (C2) a foreign key in a table A should be a primary key in

another table B. To evaluate the design quality of target models, we use

two quality metrics:

• RD(T) consists of the number of foreign keys in the schema:

m1,best¼ (min¼1; max¼3).

• SS defined as the sum of the TS in the schema: m2,best¼ (min¼3;

max¼5).

In such scenario, the parameters of the complexity fitness function take the

following values: c¼1 since both correctness constraints are satisfied by the

target model; n¼4, which corresponds to the number of rules; and

m¼3þ2þ2þ3¼10 (number of matching metamodels). Thus, the complexity

score of the generated solution is

f1¼ 1� 4þ10ð Þ¼ 14
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Regarding the quality dimension, based on Fig. 4.3B, RD and SS take,

respectively, the values 3 (0þ1þ2þ0) and 4. Thus, the quality fitness func-

tion is defined as follows:

f2¼Min 1�3j,j3�3j jð ÞþMin 3�4j,j5�4j jð Þ¼ 0þ1¼ 1

6. VALIDATION

To evaluate the feasibility of our approach, we conducted an exper-
iment with three transformation mechanisms. We start by presenting our

research questions. Then, we describe and discuss the obtained results.
6.1. Research Questions
Our study addresses two research questions, which are defined here.We also

explain how our experiments are designed to address them. The goal of the

study is to evaluate the efficiency of our approach for generating correct

transformation rules while minimizing rule complexity and maximizing

the quality of generated target models. The three research questions are then:

• RQ1: To what extent can the proposed approach minimize rule

complexity?

• RQ2: To what extent can the proposed approach maximize the quality

of generated target models?

• RQ3: To what extent can the proposed multiobjective approach per-

form compared to mono-objective search algorithms?

To answer RQ1, we compared the complexity of the generated rules with

expected ones that are defined manually: number of rules and number of

elements in each rule.

To answer RQ2, the transformation result is checked for quality using

two methods: (1) we calculate the dissimilarity between reference metric

threshold and those related to generated target models and (2) we evaluate

the variation in terms of size between generated target models using NSGA-

II and those provided manually by experts.

To answer RQ3, we implemented a mono-objective GAwhere the goal

is to generate a minimal set of correct transformation rules (one objective is

used, which is the complexity). Then, we compared the results to those gen-

erated by our NSGA-II approach; the comparison is based on complexity

and quality criteria.
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6.2. Settings
To evaluate the feasibility of our approach, we conducted an experiment on

generating rules for CLD to RS and vice versa (RS to CLD) and SD to

CPN.We used 12 large class diagrams with their equivalent RSs. The exam-

ples were provided by an industrial partner. The size of the CLDs varied

from 28 to 92 model elements, with an average of 58. In addition, we col-

lected the transformations of 10 SDs to SDs from the Internet and textbooks.

We ensured by manual inspection that all the transformations are valid. The

size of the SDs varied from 16 to 57 constructs, with an average of 36. The

10 SDs contained many complex fragments: loop, alt, opt, par, region, neg,

and ref.

As described in Section 2, we selected a set of 12 quality metrics for CLD,

9 for RS, and 2 for CPN (number of places and transitions). Based on our

previous work, we define the threshold range for each of those metrics. As

described previously, we implemented a set of constraints to ensure the cor-

rectness of generated target models during the optimization process.
6.3. Results and Discussions
In this section, we present the answer to each research question in turn, indi-

cating how the results answer each. Figure 4.10 shows the rule complexity

and target model quality for all the three transformation mechanisms, based

on the two fitness function values. These two fitness functions, to minimize,

correspond to (1) complexity, the number of rules and matching meta-

models in each rule and (2) dissimilarity, the difference between the

solution-calculated metric values and the reference metric values; so,

decreasing the dissimilarity will increase the solution’s quality. For all the

transformation mechanisms, different solutions generate well-designed tar-

get models with a minimal set of rules.

As shown in Fig. 4.10, NSGA-II converges to Pareto-optimal solutions

that are considered as good compromises between quality and complexity.

In this figure, each point is a solution with the complexity score represented

in the x-axis and the dissimilarity score (deviation from reference metric

threshold) in the y-axis. The best solutions exist in the middle representing

the Pareto front that minimizes dissimilarity with reference metric threshold

and the rule complexity. The user can choose a solution from this front

depending on his preferences in terms of compromise. However, at least

for our validation, we need to have only one best solution that will be

suggested by our approach. To this end and in order to fully automate



Figure 4.10 Pareto front optimal solutions. (A) CLD-to-RS transformation results.
(B) RS-to-CLD transformation results. (C) SD-to-CPN transformation results.
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our approach, we propose to extract and suggest only one best solution from

the returned set of solutions. Equation (4.3) is used to choose the solution

that corresponds of the best compromise between quality and complexity.

Hence, we select the nearest solution to the ideal one in terms of Euclidian

distance:

bestSol¼Min
n

i¼0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dissimilarity i½ �ð Þ2þ Complexity i½ �ð Þ2

q� �
ð4:3Þ

where n is the number of solutions in the Pareto front returned byNSGA-II.

Since the two objectives of quality and complexity are conflicting/con-

tradicting, the results of Fig. 4.10 confirm that a solution that scores better in

complexity is better than any other solution that is of lower quality.

As described in Figs. 4.10 and 4.11, the majority of proposed transfor-

mation rules generate good quality of target models with minimal complex-

ity compared to those provided manually by experts or a mono-objective

GA. For all the three transformation mechanisms, the dissimilarity of gen-

erated target models using NSGA-II is lower than those generated by the

manual and GAmethods, which means that NSGA-II quality is much better

than the other transformation mechanisms. In fact, when experts write rules

manually, they did not take into consideration, in general, the quality of pro-

duced models but only the correctness. Since the mono-objective algorithm

has considered only correctness when generating transformation rules, then,

it is evident that NSGA-II performs better in terms of target model quality.

The generated rules using NSGA-II are less complex than those generated

by an expert for all the three transformation mechanisms. In fact, experts

ensure that the rules are correct as a main goal. However, GA provides less

complex rules for CLD toRS andRS to CLD than our NSGA-II algorithm.

This can be explained by the reason that these two transformation mecha-

nisms are not complex. However, with more complex transformation

mechanisms, such as SD to CPN, it is difficult to obtain a minimal set of

rules without specifying complexity as a separate objective in addition to

correctness. In addition, based on NSGA-II algorithm, we can sacrifice a

small complexity decrease to improve the quality of generated target models.

Figure 4.11 shows that, in general, we generate, approximately, the same

number of rules for all transformation mechanisms. The number of gener-

ated rules is comparable to those provided by our expert in terms of number

of matching metamodels. The different generated rules are verified manually

and we did not find any errors.



Figure 4.11 Comparison between NSGA-II, manually defined rules and GA.
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As described in Figs. 4.10 and 4.11, the average of quality deviation, from

reference metric values, for all transformed source models is low. This is con-

firming the good quality of generated target models. After a manual investiga-

tion of the results, we found that most of quality deviation is due to the bad

quality of source models to transform. In conclusion, our approach produces

good refactoring suggestions, both from the point of views of complexity

and target model quality. The generated rules might vary depending on search

space exploration, since solutions are randomly generated, though guided by a

metaheuristic. To ensure that our results are relatively stable, we compared the

results of multiple executions for NSGA-II as shown in Fig. 4.12; we, conse-

quently, believe that our technique is stable, since the quality and complexity

scores are approximately the same for different executions (each fold).



Figure 4.12 An example of seven executions on CLD-to-RS (best solutions).
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Since we viewed the maintainability defects correction problem as a

combinatorial problem addressed with heuristic search, it is important to

contrast the results with the execution time. We executed our algorithm

on a standard desktop computer (i7 CPU running at 4 GHz with 4 GB

of RAM). The execution time for finding the optimal rules with a number

of iterations (stopping criteria) fixed to 1000 was <1 h. This indicates that

our approach is reasonably scalable from the performance standpoint. How-

ever, the execution time depends on the source and target metamodels.

Asdescribed inTable4.2,weused theCPN-SDtransformationmechanism

to compare between the quality of the generatedCPNs usingmono-objective

GA (minimizing only rule complexity) and multiobjective approach.

When developing our approach, we conjectured that the multiobjective

approach produces CPNs less complex/better quality (e.g., in size) than the

one obtained by a mono-objective approach. Table 4.2 compares the

obtained CPN sizes by using both approaches for the 10 source models

to transform.

The size of a CPN is defined by the number of elements. In all cases, a

reduction in size occurs when using our multiobjective approach, with an

average reduction of 13% in comparison with mono-objective. The

obtained results confirm our assumption that systematic application of rules

using a mono-objective approach results in larger CPNs.



Table 4.2 Complexity Comparison
CPN Size (Mono-objective) CPN Size (Multiobjective) Variation (%)

13 11 15

22 19 14

24 24 0

31 26 17

36 33 9

39 29 25

44 37 16

52 43 18

54 46 15

Average variation 13
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7. CONCLUSION

In this chapter, we introduced a newmultiobjective approach for gen-
erating model transformation rules. Our algorithm starts by randomly gen-

erating a set of rules, executing them to generate some target models, and

then evaluates the complexity by reducing the number of generated rules

and the quality of generated target models, based on some quality metric

thresholds. Our approach differs from rule-based transformation approaches

as it does not require writing rules. To our best knowledge, our proposal

represents the first work that uses multiobjective techniques to automated

model transformations. It also differs from existing by-example approaches

by the fact that no traceability links are needed in the examples.

We have evaluated our approach on three transformation mechanisms.

The experimental results indicate that the quality of derived target models is

comparable and sometimes better than those defined by experts in the base

of examples in terms of correctness with a minimal set of rules.

Finally, we discussed some limitations and open research directions that

were related to our proposal. First, all our performance contribution

depends on the availability of examples, which could be difficult to collect.

However, as we have shown in the experiments, only few examples are

needed to obtain good results. Second, due to the nature of our solution,
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that is, an optimization technique, the process could be time-consuming for

large models. Furthermore, as we use heuristic algorithms, different execu-

tions for the same input could lead to different outputs. This can be a dis-

advantage for some MDE applications, for example, when a model

transformation is required to be a deterministic process and the generated

target model is unique. Nevertheless, having different and equivalent output

models is close to what happens in the real world where different experts

may propose different target models.

Different future work directions can be explored. The application of new

search-based techniques like artificial immune system to model evolution or

model refactoring is challenging. We are working on an extension of our first

contribution about exogenous transformation by example. The idea is to gen-

erate transformation rules from examples using heuristic search. Our approach

starts by randomly generating a set of rules, executing them to generate some

target models. Then, it evaluates the quality of the proposed solution (rules) by

comparing the generated target models to the expected ones in the base of

examples. In this case, the search space is large and a heuristic search is needed.

We are actually working to extend our proposal to other problems. A new

technique forpredicting“buggy”changes,whenmodifyinganexistingversion

of a model, can be proposed. The idea is to classify the changes as clean or not.

Thechangeclassificationdetermineswhether anewmodel change ismore sim-

ilar to prior “buggy” or clean changes in the base of examples. In thismanner, a

change classification can predict the existence of “bugs” in model changes.

Furthermore, we are working on a transformation composition using

examples. We propose a solution based on a music-inspired approach. We

draw an analogy between the transformation composition process and finding

the best harmony when composing music. Say, for example, that we have a

transformation mechanismM1 that transforms formalism T1 into T2, but the

metamodel of T2 evolved into T3, after deleting or adding elements. We

want to generate new transformation rules that transform T1 into T3. The

idea is to compose two transformation mechanisms T1 to T2 and T2 to

T3. To this end, we propose to view the transformation rule generation as

an optimization problem where rules are automatically derived from available

examples. Each example corresponds to a source model and its corresponding

target model, without transformation traces from T1 to T3. Our approach

starts by composing a set of rules (T1 to T2 and T2 to T3), executing them

to generate some target models, and then evaluating the quality of the pro-

posed solution (rules) by comparing the generated target models and the

expected ones in the base of examples.
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