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On the use of many quality attributes for software
refactoring: a many-objective search-based software
engineering approach

Mohamed Wiem Mkaouer1 & Marouane Kessentini1 &

Slim Bechikh1
& Mel Ó Cinnéide2 & Kalyanmoy Deb3

Abstract Search-based software engineering (SBSE) solutions are still not scalable enough to
handle high-dimensional objectives space. The majority of existing work treats software
engineering problems from a single or bi-objective point of view, where the main goal is to
maximize or minimize one or two objectives. However, most software engineering problems
are naturally complex in which many conflicting objectives need to be optimized. Software
refactoring is one of these problems involving finding a compromise between several quality
attributes to improve the quality of the system while preserving the behavior. To this end, we
propose a novel representation of the refactoring problem as a many-objective one where every
quality attribute to improve is considered as an independent objective to be optimized. In our
approach based on the recent NSGA-III algorithm, the refactoring solutions are evaluated
using a set of 8 distinct objectives. We evaluated this approach on one industrial project and
seven open source systems. We compared our findings to: several other many-objective
techniques (IBEA, MOEA/D, GrEA, and DBEA-Eps), an existing multi-objective approach
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a mono-objective technique and an existing refactoring technique not based on heuristic
search. Statistical analysis of our experiments over 31 runs shows the efficiency of our
approach.

Keywords Search-basedsoftwareengineering .Refactoring .Softwarequality.Many-objective
optimization

1 Introduction

Search-based software engineering (SBSE) studies the application of meta-heuristic optimiza-
tion techniques to software engineering problems (Harman and Jones 2001). Once a software
engineering task is framed as a search problem, by defining it in terms of solution represen-
tation, objective function, and solution change operators, there are a multitude of search
algorithms that can be applied to solve that problem. Search-based techniques are widely
applied to solve software engineering problems such as in testing, modularization, refactoring,
planning, etc. (Harman 2013; Harman and Tratt 2007; Harman et al. 2012).

Based on a recent SBSE survey (Harman et al. 2012), the majority of existing work
treats software engineering (SE) problems from a single-objective point of view, where the
main goal is to maximize or minimize one objective, e.g., correctness, quality, etc.
However, most SE problems are naturally complex in which many conflicting objectives
need to be optimized such as model transformation, design quality improvement, test suite
generation etc. The number of objectives to consider for most of software engineering
problems is, in general, high (more than three objectives); such problems are termed many-
objective. We claim that the reason that software engineering problems have not been
formulated as many-objective problems is because of the challenges in constructing a
many-objective solution. In this context, the use of traditional multi-objective techniques,
e.g., NSGA-II (Deb et al. 2002), widely used in SBSE, is clearly not sufficient (Deb and
Jain 2012).

There is a growing need for scalable search-based software engineering approaches
that address software engineering problems where a large number of objectives are to
be optimized. Recent work in optimization has proposed several solution approaches to
tackle many-objective optimization problems (Jaimes et al. 2009; Zhang and Li 2007)
using e.g., objective reduction, new preference ordering relations, decomposition, etc.
However, these techniques have not yet been widely explored in SBSE (Harman et al.
2012). To the best of our knowledge and based on recent SBSE surveys (Harman et al.
2012), very few studies used many-objective techniques to address software engineer-
ing problems such as the work proposed by Sayyad et al. (2013a) that uses a many-
objective approach, IBEA (Indicator-Based Evolutionary Algorithm) (Zitzler and Künzli
2004), to address the problem of software product line creation. However, the number
of considered objectives is limited to five. In our recent work (Mkaouer et al. 2014),
we proposed a many-objective approach for software refactoring using a set of 15
quality metrics as separate objectives. Software refactoring is one of those software
engineering problems that require several quality objectives to be satisfied. Although,
the approach has given promising results, some limitations have been raised, investi-
gated and resulted in this extension that copes with the following concerns: the choice
of using of 15 metrics as separate objectives, at the expense of higher computational
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complexity and higher number of solutions, made the benefit of selecting good refactoring
solutions unclear due to conflict uncertainty between some objectives and the difficult inter-
pretation of their metric values. Another limitation of our previous work is the exclusive
optimization of the system’s structure without taking into consideration the semantic coherence
of its actors (classes, methods, attributes). Furthermore, one of the main objectives of Pareto-
optimality is to allow the user to choose among equivalent solutions the one(s) that satisfies
better his/her preferred objectives. However, in our context, it is harder to ask a developer to
express his preference in terms of 15 internal quality attributes, so it is difficult for developers to
select a solution from the high number of non-dominated refactoring solutions.

To address the above challenges, we propose to extend our previous work using a different
many-objective formulation. We assume that it would be more convenient for developers to
formulate their quality preferences in terms of external quality attributes such as reusability,
flexibility and understandability instead of a large number of quality metrics (O’Keeffe and Ó
Cinnéide 2008; Bansiya and Davis 2002). Thus, the goal of improving the software overall
quality is still maintained while the number of objectives has been reduced. This is being done
through the aggregation of metrics, previously optimized separately, into 8 objectives de-
scribed as external quality attributes. This representation helps in analyzing the impact of
applying refactoring operations on raising the conflicts between these objectives during the
solution evolution. Thus, we propose in this paper to formulate the refactoring problem using
the quality attributes of QMOOD as objectives (Bansiya and Davis 2002) along with the
number of refactorings and design coherence preservation. To this end, we adapted the many-
objective algorithm NSGA-III (Jain and Deb 2014). NSGA-III is a many-objective algorithm
proposed by Deb and Jain (2013). The basic framework remains similar to the original NSGA-
II algorithm (Deb et al. 2002), with significant changes in its selection mechanism. We
implemented our approach and evaluated it on seven large open source systems and one
industrial project provided by our industrial partner. We compared our findings to: several
other many-objective techniques, an existing multi-objective approach (Ouni et al. 2012a), a
mono-objective technique (Kessentini et al. 2011) and an existing refactoring technique not
based on heuristic search (Tsantalis et al. 2008). Statistical analysis of our experiments over 31
runs shows the efficiency of our approach.

The primary contributions of this paper can be summarized as follows:

(1) The paper introduces a novel formulation of the refactoring problem through several
objectives using NSGA-III.

(2) The paper reports the results of an empirical study with an implementation of our many-
objective approach. The obtained results provide evidence to support the claim that our
proposal is more efficient, on average, than several existing refactoring techniques based
on a benchmark of seven open source systems and one industrial project. The paper also
evaluates the relevance and usefulness of the suggested refactoring for software engineers
in improving the quality of their systems.

The remainder of this paper is structured as follows. Section 2 provides background and an
overview of many-objective optimization techniques and potential applications to software
engineering problems. Section 3 describes our adaptation of NSGA-III to automate code
refactoring and the results obtained from our experiment are presented then discussed in
Sections 4 and 5. Threats to validity are described in Section 6. Section 7 ends this paper
with concluding remarks and future work.
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2 Background and related work

2.1 Software refactoring

Refactoring is defined as the process of improving code after it has been written by changing
its internal structure without changing its external behavior. The idea is to reorganize variables,
classes and methods to facilitate future adaptations and extensions and enhance comprehen-
sion. This reorganization is used to improve different aspects of software quality such as
maintainability, extensibility, reusability, etc. Some modern Integrated Development
Environments (IDEs), such as Eclipse, NetBeans, provide semi-automatic support for applying
the most commonly used refactorings, e.g., move method, rename class, etc. However,
automatically suggesting/deciding where and which refactorings to apply is still a real
challenge in Software Engineering. In order to identify which parts of the source code need
to be refactored, most existing work relies on the notion of code smells (e.g., Fowler’s
textbook (Fowler et al. 1999)), also called design defects or anti-patterns (Brown et al. 1998).

The impact of code smells on software systems has been the subject of several studies over
the past decade since their first introduction by Fowler et al. (1999). They defined 22 code
smells as structural code flaws that may decrease the overall software quality and serve as
indicators to potential issues related to software evolution and maintenance. To cope with these
smells, Fowler has introduced a set of 72 Refactoring operations to fix code smells and thus
improving the system overall design.

The detection process can either be manual, semi-automated or fully automated. Mäntylä
et al. (2003) provided an initial formulization of the code smells, in terms of metrics, based on
analyzing Fowler’s smells description, they studied the correlation between the smells and
provided a classification according to their similarity. Mäntylä revealed that the manual
detection of smells is dependent to the level of expertise of detection performers, which
represents one of the main limitations of this approach. Marinescu (2004) presented an
automated framework for smells identification using detection strategies which are defined
by metric-based rules. Moha et al. (2009) presented a semi-automated technique called
DECOR. This framework allows subjects to manually suggest their own defects through their
description with domain specific language, then the framework automatically searches for
smells and visually reports any finding. Most of the above mentioned work focuses mainly on
smells specification in order to improve their detection, for the correction step, their proposals
were limited to guidance on how to manually manage these smells by suggesting refactoring
recommendations according to detected smell’s type.

There is a growing interest in the area of identifying refactoring opportunities. Similar to the
detection’s state of art, refactoring techniques can be either manual, semi-automated or fully
automated. Fowler et al. (1999) manually linked a set of suggested refactorings (Move
Attribute, Extract Class, Move Method etc.) with each identified smell. Van Emden &
Moonen (2002) focused on the detection of two code smells related to the Java language and
suggested their specific correction. (Martin 2000) has used patterns to cope with the poor
system design in presence of code smells. Mäntylä proposed refactoring solutions based on
developers’ opinions and driven by an automatic detection of structural anomalies at the source
code level. Counsell et al. (2006) refined Fowler’s suggested refactorings by prioritizing some
refactorings in the execution order. Piveta el al. (2006) discussed when refactoring opportunities
are eventually needed when detecting bad smells in aspect-oriented software. (Meananeatra
2012) presented another semi-automated heuristic for refactoring, it generates a graph or

Empir Software Eng



Author Preprint

refactoring sequences that are being refined using three main objectives to minimize number of
code smells, number of refactorings and number of refactored code elements.

JDeodorant (Tsantalis et al. 2008) is an automated refactoring tool implemented as an
Eclipse plug-in that identifies some types of design defects using quality metrics and then
proposes a list of refactoring strategies to fix them. Du Bois et al. (2004) has investigated
decreasing coupling and increasing cohesion metrics through the refactoring opportunities and
used them to perform an optimal distribution of features over classes. They analyze how
refactorings manipulate coupling and cohesion metrics, and how to identify refactoring
opportunities that improve these metrics. However, this approach is limited to only some
possible refactoring operations with few number of quality metrics. Murphy-Hill (2006; Ge
and Murphy-Hill 2011, 2014) proposed several techniques and empirical studies to support
refactoring activities. In (Murphy-Hill 2006) the authors proposed new tools to assist software
engineers in applying refactoring such as selection assistant, box view, and refactoring
annotation based on structural information and program analysis techniques. Recently, in
(Ge and Murphy-Hill 2014) the authors have proposed a new refactoring tool called
GhostFactor that allows the developer to transform code manually, but check the correctness
of the transformation automatically. BeneFactor (Ge and Murphy-Hill 2011) and WitchDoctor
(Foster et al. 2012) can detect manual refactorings and then complete them automatically.
Tahvildari et al. (2003) also proposed a framework of object-oriented metrics used to suggest
to the software engineer refactoring opportunities to improve the quality of an object-oriented
legacy system. Dig (2011) proposed an interactive refactoring technique to improve the
parallelism of software systems. Other contributions are based on rules that can be expressed
as assertions (invariants, pre- and post-conditions). Kataoka et al. (2001) used invariants in the
detection and extraction of source code fragments in need of refactoring.

Search-based refactoring represents fully automated refactoring driven by metaheuristic
search and guided by software quality metrics and used subsequently to address the problem of
automating design improvement. Seng et al. (2006) propose a search-based technique that uses
a genetic algorithm over refactoring sequences. The employed metrics are mainly related to
various class level properties such as coupling, cohesion, complexity and stability. The
approach was limited only to the use of one refactoring operation type, namely ‘move
method’. In contrast to (O’Keeffe and Ó Cinnéide 2008) their fitness function is based on
well-known measures of coupling between program components. Both these approaches use
weighted-sum to combine metrics into a fitness function, which is of practical value but is a
questionable operation on ordinal metric values. Kessentini et al. (2011) also propose a single-
objective combinatorial optimization using a genetic algorithm to find the best sequence of
refactoring operations that improve the quality of the code by minimizing as much as possible
the number of code smells detected using a set of quality metrics.

Harman and Tratt were the first to introduce the concept of Pareto optimality to search-
based refactoring (Harman and Tratt 2007). They use it to combine two metrics into a fitness
function, namely CBO (coupling between objects) and SDMPC (standard deviation of
methods per class), and demonstrate that it has several advantages over the weighted-sum
approach, and its introduction, several multi-objective techniques have appeared (Ó Cinnéide
M et al. 2012). The work by Ouni et al. (2012a) proposes a multi-objective optimization
approach to find the best sequence of refactorings using NSGA-II. The proposed approach is
based on two objective functions, quality (proportion of corrected code smells) and code
modification effort, to recommend a sequence of refactorings that provide the best trade-off
between quality and effort. In this study, we propose to address the refactoring problem using
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more than two objectives. To this end, we are adapting many objective algorithms that will be
discussed in the next section.

2.2 Many-objective search-based software engineering

Recently many-objective optimization has attracted much attention in Evolutionary Multi-
objective Optimization (EMO) which is one of the most active research areas in evolutionary
computation (Bader and Zitzler 2011). By definition, a many-objective problem is multi-
objective one but with a high number of objectives M, i.e., M>3. Analytically, it could be
stated as follows (Deb 2001):

Min f xð Þ ¼ f 1 xð Þ; f 2 xð Þ;…; f M xð Þ½ �T ; M > 3
g j xð Þ≥0 j ¼ 1;…;P;
hk xð Þ ¼ 0 k ¼ 1;…;Q;
xi
L≤xi≤xiU i ¼ 1;…; n:

8>><
>>: ð1Þ

whereM is the number of objective functions and is strictly greater than 3, P is the number
of inequality constraints, Q is the number of equality constraints, xi

L and xi
U correspond to the

lower and upper bounds of the decision variable xi (i.e., i
th component of x). A solution x

satisfying the (P+Q) constraints is said to be feasible and the set of all feasible solutions
defines the feasible search space denoted by Ω.

In this formulation, we consider a minimization multi-objective problem (MOP) since
maximization can be easily turned to minimization based on the duality principle. Over the
two past decades, several Multi-Objective Evolutionary Algorithms (MOEAs) have been
proposed with the hope to work with any number of objectives M. Unfortunately, It has been
demonstrated that most MOEAs are ineffective in handling such type of problems. For
example, NSGA-II, which is one of the most used MOEAs, compares solutions based on
their non-domination ranks. Solutions with best ranks are emphasized in order to converge to
the Pareto front. WhenM>3, only the first rank may be assigned to every solution as almost all
population individuals become non-dominated with each other. Without a variety of ranks,
NSGA-II cannot keep the search pressure anymore in high dimensional objective spaces.

The difficulty faced when solving a many-objective problems could be summarized as
follows. Firstly, most solutions become equivalent between each other according to the Pareto
dominance relation which deteriorates dramatically the search process ability to converge
towards the Pareto front and the MOEA behavior becomes very similar to the random search
one. Secondly, a search method requires a very high number of solutions (some thousands and
even more) to cover the Pareto front when the number of objectives increases. For instance, it
has been shown that, in order to find a good approximation of the Pareto front for problems
involving 4, 5 and 7 objective functions, the number of required non-dominated solutions is
about 62 500, 1 953 125 and 1 708 984 375 respectively (Jaimes et al. 2009) which makes the
decision making task very difficult. Thirdly, the objective space dimensionality increases
significantly, which makes promising search directions very hard to find. Fourthly, the
diversity measure estimation becomes very computationally costly since finding the neighbors
of a particular solution in high dimensional spaces is very expensive. Fifthly, recombination
operators become inefficient since population members are likely to be widely distant from
each other which yields to children that are not similar to their parents; thereby making the
recombination operation inefficient in producing promising offspring individuals. Finally,
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although it is not a matter that is directly related to optimization, the Pareto front visualization
becomes more complicated, therefore making the interpretation of the MOEA’s results more
difficult for the user.

Recently, researchers have proposed several solution approaches to tackle many-objective
optimization problems. Table 1 illustrates a summary of existing many-objective approaches.
Firstly, we find the objective reduction approach, which involves finding the minimal subset
of objective functions that are in conflict with each other. The main idea is to study the
different conflicts between the objectives. The objective reduction approach attempts to
eliminate objectives that are not essential to describe the Pareto-optimal front (Jaimes et al.
2009). Even when the essential objectives are four or more, the reduced representation of the
problem has a favorable impact on the search efficiency, computational cost, and decision
making. However, although this approach has solved benchmark problems involving up to 20
objectives, its applicability in real world setting is not straightforward and it remains to be
investigated since most objectives are usually in conflict with each other in real problems (Ó
Cinnéide M et al. 2012). Secondly, we have the incorporation of decision maker’s preferences:
When the number of objective functions increases, the Pareto optimal approximation would be
composed by a huge number of non-dominated solutions. Consequently, the selection of the
final alternative would be very difficult for the human decision maker (DM). In reality, the DM
is not interested with the whole Pareto front rather than the portion of the front that best
matches his/her preferences, called the Region of Interest (ROI). The main idea is to exploit the
DM’s preferences in order to differentiate between Pareto equivalent solutions so that we can
direct the search towards the ROI on problems involving more than 3 objectives (Ben Said
et al. 2010). Preference-based MOEAs have demonstrated several promising results. Thirdly,
we find new preference ordering relations. Since the Pareto dominance has the inability to
differentiate between solutions with the increased number of objectives, researchers have
proposed several new alternative relations. These relations try to circumvent the failure of
the Pareto dominance by using additional information such as the ranks of the particular
solution regarding the different objectives and the related population (di Pierro et al. 2007), but
may not be agreeable to the decision makers. Fourthly, we have decomposition. This technique
consists in decomposing the problem into several sub-problems and then solving these sub-
problems simultaneously by exploiting the parallel search ability of evolutionary algorithms.
The most reputable decomposition-based MOEA is MOEA/D (Zhang and Li 2007). Finally,
we find the use of a predefined multiple targeted search. Inspired by preference-based MOEAs
and the decomposition approach, recently, Deb and Jain (Deb and Jain 2013), and Wang et al.
(2013) have proposed a new idea that involves guiding the population during the optimization
process based on multiple predefined targets (e.g., reference points, reference direction) in the
objective space. This idea has demonstrated very promising results on MOPs involving up to
15 objectives.

Harman et al. (2012), stated that most of existing search-based software engineering (SBSE)
related work treats software engineering (SE) problem frommono-objective point of view. As SE
problems are naturally multi-objective, many techniques has been elaborated by handling more
than one objective. However, as the number of objectives scales, non-dominance based method-
ologies’ performance drastically degrades. It has been shown in (Garza-Fabre et al. 2011) that
when the number of objectives goes beyond five, more than 90%of the population becomes non-
dominated to each other which indulges the stagnation of the population at an early stage of its
evolution. In addition, visualization techniques, being widely used in SE, are no longer efficient
in high dimensional problems. Subsequently, many-objective methodologies have been recently
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investigated in the area of SBSE. The following table cites the previous work which its problem
formulation has a number of objectives being equal or higher than five.

Although Search-based refactoring has shown promising results when addressing the
problem of automating design improvement (O’Keeffe and Ó Cinnéide 2008), most of the
current methodologies are still using a limited number of fitness functions, resulting on system
repair from a single objective and it is difficult, in most cases, to extend the set of refactorings
to handle other potential perspectives due to their conflicting nature. Thus, in this work, we
consider the refactoring problem as many-objective optimization problem based on NSGA-III
that will be described in the next section (Table 2).

3 Adapting NSGA-III for the software refactoring problem using quality
attributes

3.1 NSGA-III

NSGA-III is a very recent many-objective algorithm proposed by Deb & Jain (2013). The
basic framework remains similar to the original NSGA-II algorithm with significant changes in
its selection mechanism. Figure 1 gives the pseudo-code of the NSGA-III procedure for a
particular generation t. First, the parent population Pt (of size N) is randomly initialized in the
specified domain, and then the binary tournament selection, crossover and mutation operators
are applied to create an offspring populationQt. Thereafter, both populations are combined and
sorted according to their domination level and the best N members are selected from the
combined population to form the parent population for the next generation. The fundamental
difference between NSGA-II and NSGA-III lies in the way the niche preservation operation is
performed. Unlike NSGA-II, NSGA-III starts with a set of reference points Zr. After non-
dominated sorting, all acceptable front members and the last front Fl that could not be
completely accepted are saved in a set St. Members in St/Fl are selected right away for the
next generation. However, the remaining members are selected from Fl such that a desired
diversity is maintained in the population. Original NSGA-II uses the crowding distance
measure for selecting well-distributed set of points, however, in NSGA-III the supplied
reference points (Zr) are used to select these remaining members as described in Fig. 2. To
accomplish this, objective values and reference points are first normalized so that they have an
identical range. Thereafter, orthogonal distance between a member in St and each of the
reference lines (joining the ideal point and a reference point) is computed. The member is
then associated with the reference point having the smallest orthogonal distance. Next, the
niche count ρ for each reference point, defined as the number of members in St/Fl that are
associated with the reference point, is computed for further processing. The reference point
having the minimum niche count is identified and a member from the last front Fl that is
associated with it is included in the final population. The niche count of the identified reference
point is increased by one and the procedure is repeated to fill up population Pt+1.

It is worth noting that a reference point may have one or more population members associated
with it or need not have any population member associated with it. Let us denote this niche count
as ρj for the j-th reference point. We now devise a new niche-preserving operation as follows.
First, we identify the reference point set Jmin={j: argminj (ρj)} having minimum ρj. In case of
multiple such reference points, one (j* ∈ Jmin) is chosen at random. If ρj*=0 (meaning that there is
no associated Pt+1 member to the reference point j*), two scenarios can occur. First, there exists
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one or more members in front Fl that are already associated with the reference point j*. In this
case, the one having the shortest perpendicular distance from the reference line is added to Pt+1.
The count ρj* is then incremented by one. Second, the front Fl does not have any member
associated with the reference point j*. In this case, the reference point is excluded from further
consideration for the current generation. In the event of ρj*≥1 (meaning that already one member
associated with the reference point exists), a randomly chosenmember, if exists, from front Fl that
is associated with the reference point Fl is added to Pt+1. If such a member exists, the count ρj* is
incremented by one. After ρj counts are updated, the procedure is repeated for a total ofK times to
increase the population size of Pt+1 to N.

3.2 Problem formulation

The refactoring problem involves searching for the best refactoring solution among the set of
candidate ones, which constitutes a huge search space. A refactoring solution is a sequence of

Fig. 1 Pseudo-algorithm of NSGA-III
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refactoring operationswhere the goal of applying the sequence to a software system S is typically to
fix maintenance issues in S. Usually in SBSE approaches, we use two or three metrics as objective
functions for a particular multi-objective heuristic algorithm to find these design issues and correct
them. In reality, we assume that increasing the number of metrics to optimize may increase the
quality of the refactored code. However, the high number of suggested solutions in a 16-objective
Pareto-Front quickly exceeds the developer’s ability to manually choose between them. It has been
known that developers most likely want a unique optimal solution that better satisfies his/her
preferences that can be easily expressed in terms of quality objectives. Motivated by this observa-
tion, we propose in this research work to consider the six objectives of the QMOODmodel where
each represents a separate objective function along with two other objectives to reduce the number
of refactorings to apply andmaximize the design coherence after refactoring. In this way, we obtain
a many-objective (8-objective) formulation of the refactoring problem that could not be solved
using standard multi-objective approaches. This formulation is given as follows:

Maximize F x; Sð Þ ¼ f 1 x; Sð Þ; f 2 x; Sð Þ;…; f 8 x; Sð Þ½ �
subject to x ¼ x1;…; xnð Þ∈X

where X is the set of all legal refactoring sequences starting from S, xi is the ith refactoring
operation, and fk(x,S) is the k

th objective.
The refactoring operations studied in this extension are described in Table 3.
The concern about using these operations is whether each one of them have a positive

impact on the refactored code quality. In this context, previous work has studied the impact

Fig. 2 Normalized reference plane for a three-objective case (Deb and Jain 2013)
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analysis of refactoring operations on internal and external quality metrics. Du Bois & Mens
(2003) proposed the evaluation of a selected set of refactorings based on their impact on the
internal CK quality metrics. They extended their work by including more studied operations
while enhancing cohesion and coupling measures (Du Bois et al. 2004). They provided
guidelines to distinguish between operations that optimize software quality and ruled out those
which their application will increase coupling or decrease cohesion. Similarly, Alshayeb
(Alshayeb 2009) has quantitatively assessed, using internal metrics, the effect of refactorings
on different quality attributes to help developers in the estimation of refactoring effort in terms
of the cost and time.

In the following, we will describe in details the different objectives considered in our
formulation.

3.2.1 QMOOD model quality attributes as objectives

Many studies has been utilizing structural metrics as basis of defining quality indicators for a
good system design (Chidamber and Kemerer 1994; Abreu 1995; Lorenz and Kidd 1994). As
an illustrative example, Bansiya & Davis (2002) proposed a set of quality measures, using the
ISO 9126 specification, called QMOOD. Each of these quality metrics is defined using a
combination of high-level metrics detailed in Table 4.

Refactoring operations change the internal design of the system, and eventually the high
level metrics values will change accordingly. To have a better understanding of the refactorings
impact, external quality factors have been defined using the high level metrics. They provide

Table 3 Refactoring types and
their involved actors and roles Refactorings Actors Roles

Extract class class source class, new class

field moved fields

method moved methods

Extract interface class source classes, new interface

field moved fields

method moved methods

Inline class class source class, target class

Move field class source class, target class

field moved field

Move method class source class, target class

method moved method

Push down field class super class, sub classes

field moved field

Push down method class super class, sub classes

method moved method

Pull up field class sub classes, super class

field moved field

Pull up method class sub classes, super class

method moved method

Move class package source package, target package

class moved class

Empir Software Eng
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meaningful measures to the system enhancement. These external quality factors are enumer-
ated in the following Table 5.

The adaptation of the QMOOD model in the problem formularization has provided six
quality attributes as separate objectives: reusability, flexibility, understandability, functionality,
extendibility and effectiveness.

3.2.2 Number of code changes as an objective

It is known that multiple refactoring sequences may have a completely different set of
operations which their execution will give two different resulting designs but they might have
the same quality. So, the execution of a specific suggested refactoring sequence may require an
effort that is comparable to the one of re-implementing part of the system from scratch. Taking
this observation into account, it is trivial to minimize the number of suggested operations in the
refactoring solution since the designer can have some preferences regarding the percentage of
deviation with the initial program design. In addition, most developers prefer solutions that
minimize the number of changes applied to their design (Kessentini et al. 2011). Thus, we
formally defined the fitness function as the number of refactoring operations (size of the
solution) to be minimized:f7(x)=Size(x) where x is the solution to evaluate.

The different code changes (refactoring types) used in our approach may have different
impacts on the maintainability/quality objectives considered in our formulation. We show in

Table 4 QMOOD metrics description (Bansiya and Davis 2002)

Design Metric Design
Property

Description

Design Size in Classes (DSC) Design Size Total number of classes in the design.

Number Of Hierarchies (NOH) Hierarchies Total number of ‘root’ classes in the design
(count(MaxInheritenceTree(class)=0))

Average Number of Ancestors (ANA) Abstraction Average number of classes in the inheritance
tree for each class.

Direct Access Metric (DAM) Encapsulation Ratio of the number of private and protected
attributes to the total number of attributes
in a class.

Direct Class Coupling (DCC) Coupling Number of other classes a class relates to,
either through a shared attribute or a
parameter in a method.

Cohesion Among Methods of class
(CAMC)

Cohesion Measure of how related methods are in a class
in terms of used parameters. It can also be
computed by: 1 – LackOfCohesionOfMethods()

Measure Of Aggregation (MOA) Composition Count of number of attributes whose type is
user defined class(es).

Measure of Functional Abstraction (MFA) Inheritance Ratio of the number of inherited methods per
the total number of methods within a class.

Number of Polymorphic Methods (NOP) Polymorphism Any method that can be used by a class and
its descendants. Counts of the number of
methods in a class excluding private, static
and final ones.

Class Interface Size (CIS) Messaging Number of public methods in class

Number of Methods (NOM) Complexity Number of methods declared in a class.
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the following that the different quality objectives are conflicting since the different refactoring
types considered in our approach may decrease some quality attributes and increase some
others. In Shatnawi & Li (2011), the impact analysis of some of Fowler’s catalog operations on
some external quality factors (effectiveness, flexibility, extendibility and reusability) has
shown that not all refactorings necessarily improve these quality factors. Rules of thumb have
been established using heuristics to dictate which refactorings to use in order to enhance a
given quality attribute. The following table has been extracted from (Shatnawi and Li 2011) to
show the impact analysis of the refactorings applied on restructuring EclipseIU 2.1.3 and
Struts (1.1 and 1.2.4).

Based on Table 6, the operations have various implications on the internal metrics that can
reach the degree of conflict. The composition of these metrics values can be an indicator of

Table 5 Quality attributes and their computation equations (Bansiya and Davis 2002).

Quality attribute Definition

Computation

Reusability A design with low coupling and high cohesion is easily reused by other designs.

-0.25*Coupling+0.25*Cohesion+0.5*Messaging+0.5*Design Size

Flexibility The degree of allowance of changes in the design.

0.25*Encapsulation-0.25*Coupling+0.5*Composition+0.5*Polymorphism

Understandability The degree of understanding and the easiness of learning the design
implementation details.

0.33*Abstraction+0.33*Encapsulation-0.33*Coupling+0.33*Cohesion-
0.33*Polymorphism-0.33*Complexity-0.33*Design Size

Functionality Classes with given functions that are publically stated in interfaces to be used
by others.

0.12*Cohesion+0.22*Polymorphism+0.22*Messaging+0.22*DesignSize+
0.22*Hierarchies

Extendibility Measurement of design’s allowance to incorporate new functional requirements.

0.5*Abstraction-0.5*Coupling+0.5*Inheritance+0.5*Polymorphism

Effectiveness Design efficiency in fulfilling the required functionality.

0.2*Abstarction+0.2*Encapsulation+0.2*Composition+0.2*Inheritance+
0.2*Polymorphism

Table 6 Refactorings impact analysis on QMOOD internal metrics.

Refactoring Operation DSC NOH ANA DAM DCC CAMC MOA MFA NOP CIS NOM

Extract class + 0 0 0 + + + 0 0 0 0

Extract interface + 0 + 0 0 0 0 + + 0 0

Inline class - 0 0 0 - − − 0 0 0 0

Move field 0 0 0 0 0 + 0 0 0 0 0

Move method 0 0 0 0 − + 0 0 0 − 0

Push down field 0 0 0 0 0 + 0 0 0 0 0

Push down method 0 0 0 0 + 0 0 + + + 0

Pull up field 0 0 0 0 0 − 0 0 0 0 0

Pull up method 0 0 0 0 − 0 0 − − − 0
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how the external quality attributes will be affected. Table 7 shows the resulting impact analysis
on QMOOD quality attributes and the potential conflict between them.

Although the statistical significance of the reported results in Table 7 was not studied in this
work and kept as part of our future investigations, it does not affect our problem formulation,
in fact, if the degree of conflict between two objectives is not considerable for a random set of
refactorings, this degrades the heuristics’ performance by increasing the computational time of
the heuristics but it does not affect the quality of the results.

In general, the related work has given the following observations: (1) Not all refactoring
operations have a desired impact on internal and external quality attributes. (2) It is difficult to
theoretically come up with an optimal set of corrections to increase a chosen quality attribute
without decreasing another. (3) A goal-oriented process has been given to include or/and
exclude refactorings based on developer’s preferred quality attribute.

These limitationsmotivated our formulation that (1) is not limited to a specific types of refactorings
and that (2) is not limited to optimizing a preferred quality attribute with disregard to the others.

3.2.3 Design coherence preservation as an objective

It is usually the designer’s responsibility to manually inspect the feasibility of the suggested
refactorings and evaluate their meaningfulness from the design coherence perspective.
Sometimes, the new refactored design may be structurally improved but introduce several design
incoherence. To preserve the semantics design, we present two main formulated different measures
in which we describe the following sections. The fitness function is formulated as an average of the
two following measures.

A. Vocabulary-based similarity (VS)

This kind of similarity should be eventually considered when moving methods, or attributes
between classes. For instance, when moving a method or an attribute from one source class to
another destination class, this operation would make sense if both source and target classes have
similar vocabularies. In this case, it is assumed that the vocabulary of naming the code elements in
classes is reflecting a specific domain terminology. That’s why, two code elements could be
semantically similar if they use similar vocabularies (Ouni et al. 2012a, b; Dean et al. 1995; Kim
et al. 2010).

Table 7 Refactorings impact analysis on QMOOD quality attributes

Refactoring
Operation

Reusability Flexibility Understandability Functionality Extendibility Effectiveness

Extract class + + − + − +

Extract interface + + − + + +

Inline class − − + − + −
Move field + 0 + + 0 0

Move method 0 + + − + 0

Push down field + 0 + + 0 0

Push down method + + − + + +

Pull up field − 0 − − 0 0

Pull up method − − + − − −
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A token-based extraction (Corazza et al. 2012) of vocabulary is performed on the naming of
classes, methods, attributes, parameters and comments. This Tokenization process is widely
used in code clones detection techniques and it is known to be more robust to code changes
compared to text-based approaches. The semantic similarity is calculated based on information
retrieval-based techniques (e.g., cosine similarity). The following equation calculates the
cosine similarity between two classes. Each actor is represented as an n dimensional vector,
where each dimension corresponds to a vocabulary term. The cosine of the angle between two
vectors is considered as an indicator of similarity. Using cosine similarity, the conceptual
similarity between two classes, c1 and c2, is determined as follows:

Sim c1; c2ð Þ ¼ cos c 1
!
; c 2
!� �

¼ c 1
!
:c 2
!

c 1
!������*������c 2!��� ������ ��� ¼

Xn

i¼1

wi; 1*wi; 2ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1

wi; 1ð Þ2
vuut

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1

wi; 2ð Þ2
vuut

∈ 0; 1½ � ð2Þ

where c 1
!¼ w1;1;…;wn;1

� �
and c 2

!¼ w1;2;…;wn;2

� �
are respectively two vectors

corresponding to c1 and c2 The weights wi,j are automatically generated by information
retrieval-based techniques such as the Term Frequency – Inverse Term Frequency (TF-IDF)
method. We used a method similar to that described in (Corazza et al. 2012) to determine the
vocabulary and represent the classes as term vectors.

B. Dependency-based similarity (DS)

Similarly to vocabulary similarity, the semantic closeness can be also extracted from mutual
dependencies. In general, a high coupling (i.e., multiple call in and call out) between two
classes is usually not recommended, and if it exists, developers are usually prompted to merge
them to reduce the design complexity, this also hints that these two classes are semantically
close. Intuitively, the application of refactoring on highly dependent classes is not only
beneficial to the design quality, but also has a higher probability to eventually be meaningful.
To follow up with dependency, we point out two types of dependency links:

1) Shared Method Calls (SMC) that can be easily detected through the application call
graphs using the Class Hierarchy Analysis (CHA) (Dean et al. 1995). Methods are
modeled as graphs while calls represent the edges between nodes. A call graph can either
be a call in or call out. This technique is applied for each couple of classes, shared calls are
being detected through the graph by identifying shared neighbors of nodes related to each
actor. Shared call-in and shared call-out are distinguished and separately calculated for a
given couple c1 and c2 (i.e., two classes) using the following equations.

sharedCallOut c1; c2ð Þ ¼ callOut c1ð Þ ∩ callOut c2ð Þj j
callOut c1ð Þ ∪ callOut c2ð Þj j ∈ 0; 1½ � ð3Þ

sharedCallIn c1; c2ð Þ ¼ callIn c1ð Þ ∩ callIn c2ð Þj j
callIn c1ð Þ ∪ callIn c2ð Þj j ∈ 0; 1½ � ð4Þ

2) Shared field access (SFA) is also known as data coupling and occurs when a class refers to
another as a type, or shares a method that references another class as a parameter type.
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Static analysis is adopted to view occurrences of possible invocation of calls of field
accesses through methods or constructors. Two classes have a high shared field access rate
if they read or modify the same fields belonging to one or both of them. This violation of
the principle of modularity can be, for example, fixed by either merging these two classes.
In this context, the rate of shared field access is used as an indicator to semantic closeness
between two classes c1 and c2, and it is calculated according to the following equation.

sharedFieldsRW c1; c2ð Þ ¼ fieldRW c1ð Þ ∩ fieldRW c2ð Þj j
fieldRW c1ð Þ ∪ fieldRW c2ð Þj j ∈ 0; 1½ � ð5Þ

where fieldRW(ci) refers to the number of fields that may be read or write by each method
of the module ci.

To illustrate the dependency similarity measure, let us take the example of two classes A
and B with no direct calls between them, if a third class C calls both of them, then the callIn(A)
inter callIn(B) will be incremented, the intersection between callIns determines the number of
classes that both call these two classes. It is divided by the overall number of callIns received
by these two classes. Similarly for the callsOut which informs about the number of common
entities called by two given classes. For the shared field access, the idea is similar, even if
sharing attributes is a bad practice indeed, if it exists, then it creates a dependency between the
class sharing the attribute and the other classes accessing it, we use this as an indicator of
semantic closeness between them.

3.3 Solution approach

3.3.1 Solution representation

As defined in the previous section, a solution consists of a sequence of n refactoring operations
applied to different code elements in the source code to fix. In order to represent a candidate
solution (individual/chromosome), we use a vector-based representation. Each vector’s dimen-
sion represents a refactoring operation where the order of applying these refactoring operations
corresponds to their positions in the vector. For each of these refactoring operations, we specify
pre- and post-conditions in the style of Fowler et al. (1999) to ensure the feasibility of their
application. The initial population is generated by assigning randomly a sequence of
refactorings to some code fragments. To apply a refactoring operation we need to specify
which classes, i.e., code fragments, are involved/impacted by this refactoring and which roles
they play in performing the refactoring operation. An actor can be a package, class, field or
method. The list of refactoring operations along with their appropriate actors is listed in Table.

3.3.2 Solution variation

In each search algorithm, the variation operators play the key role of moving within the search
space with the aim of driving the search towards optimal solutions. For crossover, we use the
one-point crossover operator. It starts by selecting and splitting at random two parent solutions.
Then, this operator creates two child solutions by putting, for the first child, the first part of the
first parent with the second part of the second parent, and vice versa for the second child. This
operator must ensure the respect of the length limits (size of the solution is limited to up-to 500
refactorings in our experiments) by eliminating randomly some refactoring operations. It is
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important to note that in many-objective optimization, it is better to create children that are
close to their parents in order have a more efficient search process (Deb and Jain 2013). For
this reason, we control the cutting point of the one-point crossover operator by restricting its
position to be either belonging to the first tier of the refactoring sequence or belonging to the
last tier. For mutation, we use the bit-string mutation operator that picks probabilistically one
or more refactoring operations from its or their associated sequence and replaces them by other
ones from the initial list of possible refactorings.

3.3.3 Solution evaluation

Each generated refactoring solution is executed on the system S. Once all required data is
computed, the solution is evaluated based on the quality of the resulting design (the six quality
attribute objectives to be maximized), along with the aggregation of semantics similarity
functions (to be maximized) followed by the complexity of the refactoring operations (to be
minimized). These values are the coordinates of the solution in the objectives space and so, it is
assigned a non-domination rank as well as a particular reference point which is the closest to
the solution.

3.3.4 Normalization of population members

Duo to the heterogeneous nature of objective functions (i.e., they have different ranges of
values), we used the normalization procedure proposed by Deb & Jain (2013) to circumvent
this problem. At each generation, the minimal and maximal values for each metric are recorded
and then used by the normalization procedure to calculate respectively the Nadir and ideal
points (Bechikh et al. 2010). Normalization allows the population members and the reference
points to have the same range, which is a pre-requisite for diversity preservation.

3.3.5 Final solution selection

Once the final Pareto front has been generated, for each fitness function, the reference sets are
calculated from the union of all Pareto approximations which are being normalized with respect
to ideal and Nadir points. The choice of one individual among the large set of Pareto-optimal
solutions is not trivial. The preference of the developer can be then used to determine which of the
solution may better satisfy his/her needs. Since the objectives have been defined, in terms of
quality attributes, along with minimizing the size and maximizing the semantic coherence, it is
easier for the developer to specify a ranking that can be used as input to the hyperplane and
consider only reference points that match (or closest to) the rank. This will reduce drastically the
number of preferred reference points. Still, if few solutions satisfy such condition, the niche point
selection will sort them and send the top of the queue as output. In case of absence of developer’s
input, we choose the nearest solution to the Knee point (Bechikh et al. 2011) (i.e., the vector
composed of the best objective values among the population members in all iterations).

4 Design of the empirical study

The goal of the study is to evaluate the usefulness our many-objective refactoring tool in
practice. We conducted experiments on popular open source systems and one industrial project
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using the Goal, Question, Metrics (GQM) assessment approach (Basili 1992). This Section is
organized as follows. Section 4.1 poses three research questions that drive our experiments
whose settings have been detailed in Section 4.2: Section 4.2.1 presents the selected software
systems. Section 4.2.2 indicates the tuning of the various heuristics used. Section 4.2.3
describes the statistical tests details. Finally, Section 4.2.4 and 4.2.5 are dedicated to subjects
and scenarios that constitute the non-subjective evaluation conducted with potential developers
who can use our tool.

4.1 Research questions

In our study, we assess the performance of our refactoring approach by finding out whether it
could generate meaningful sequences of operations that improve the quality of the systems
while reducing the number of code changes and preserving the semantic coherence of the
design. Our study aims at addressing the following research questions outlined below. We also
explain how our experiments are designed to address these questions. The main question to
answer is to what extent the proposed approach can propose meaningful refactoring solutions
that can help developers to improve the quality of their systems. To find an answer, we defined
the following three research questions:

RQ1: To what extent can the proposed approach improve the quality of the evaluated
systems?
RQ2: How does the proposed many-objective approach based on NSGA-III perform
compared to other many/multi-objective algorithms or a mono-objective approach for
software refactoring and to an existing approach that is not based on heuristic search?
RQ3: How our many-objective refactoring approach can be useful for software engineers
in real-world setting?

One of the challenges in SBSE is to find the most suitable search algorithm for a specific
software engineering problem. The only proof is the experimental results, thus it is important to
address this question when designing a new software engineering problem as an optimization
problem. In addition, a comparison with a mono-objective algorithmmay justify the need to use a
many-objective approach to show that the different objectives are really conflicting and cannot be
merged into one fitness function. It is maybe also not sufficient to show that the proposed many-
objective formulation outperforms others search algorithms, thus it is important to compare with a
non-search-based approach to confirm the practical value of the proposed search-based approach.

To answer RQ1, we validate the proposed refactoring technique on seven open-source
systems and one industrial project to evaluate the quality improvements of systems after applying
the suggested refactoring solution. We calculate the overallQuality Gain (QG) for the six quality
attributes as follows: Let Q={q1, q2,… q6} and Q′={q′1, q′2,… q′6} be respectively the set of
quality attribute values before and after applying the suggested refactorings, and {w1, w2,…w6}
the weights assigned to each of these quality factors. Then the QG is calculated by:

QG ¼
X6

i¼1

wi* q0i−qið Þ ð6Þ

In addition, we validate the proposed refactoring operations to fix code smells by calculating
the Defect Correction Ratio (DCR) which is given by the following equation and corresponds
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to the ratio of the number of corrected design defects to the initial number of detected defects
before applying the suggested refactoring solution. The code smells were collected using
existing detection tools DÉCOR (Moha et al. 2009) and InCode (Marinescu et al. 2010).

DCR ¼

���Corrected Defects Instances���
All Defects Instancesj j ∈ 0; 1½ � ð7Þ

Since it is important to validate the proposed refactoring solutions from both quantitative
and qualitative perspectives, we use two different validation methods: manual validation and
automatic validation of the efficiency of the proposed solutions. For the manual validation, we
asked groups of potential users (software engineers) of our refactoring tool to evaluate,
manually, whether the suggested operations are feasible, make sense semantically. We define
the metric Manual Precision (MP) which corresponds to the number of semantically coherent
operations over the total number of suggested operations. MP is given by the following
equation

MP ¼

���Coherent Operations���
Suggested Operationsj j ∈ 0; 1½ � ð8Þ

For the automatic validation we compared the proposed refactorings with the expected ones
using the different systems in terms of recall and precision. The expected refactorings are those
applied by the software development team to the next software release. To collect these
expected refactorings, we use Ref-Finder (Kim et al. 2010), an Eclipse plug-in designed to
detect refactorings between two program versions. Ref-Finder allows us to detect the list of
refactorings applied to the current version of a system (see Table 10):

RErecall ¼

���suggested operations��� ∩ ���expected operations������expected operations��� ∈ 0; 1½ � ð9Þ

PRprecesion ¼

���suggested operations��� ∩ ���expected operations������suggested operations��� ∈ 0; 1½ � ð10Þ

To answer RQ2, we compared the performance of NSGA-III based approach with four
many-objective techniques, Gr-EA (Yang et al. 2013), DBEA-Eps (Asafuddoula et al. 2013),
IBEA (Zitzler and Künzli 2004) and MOEA/D (Zhang and Li 2007), an existing work based
on a multi-objective NSGA-II algorithm (Ouni et al. 2012a) and also a mono-objective
evolutionary algorithm (Kessentini et al. 2011). The approaches are briefly introduced as
follows:

Grid-based Evolutionary Algorithm (Gr-EA) partitions the search space into grids (also
called hypercubes). The number of divisions in Gr-EA is a parameter. Then, it recombines
them based on the current objective values in the population. Just like in dominance-based
algorithms, it also ranks the population by fronts but the crowding distance and the spread of
solutions are calculated from grid-based metrics.

Decomposition Based Evolutionary Algorithm with Epsilon Sampling (DBEA-Eps) is
another decomposition-based EA with a variation in the decomposition method which
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generates reference points via systematic sampling and deals with constraint by an adaptive
epsilon scheme to manage balance between convergence and diversity.

Indicator-Based Evolutionary Algorithm (IBEA) is distinguished among other EAs by its
continuous dominance criteria where each solution is assigned a weight that is calculated from
quality indicators, usually given by the user.

Multiobjective Evolutionary Algorithm Based on Decomposition (MOEA/D) simulta-
neously performs an optimization of previously decomposed sub-problems, according to their
neighborhood information. MOEA/D assigns a weight vector to every individual in the
population, each one being focused on the resolution of the sub-problem represented by its
weight vector. The solutions evaluation is done by the Tchebycheff approach and by comput-
ing their distance to a reference point.

The comparison between these many-objective algorithms is performed in terms of con-
vergence of the Pareto Front and with respect to the diversity of the obtained solutions. In order
to estimate the convergence and diversity, we used the Inverted Generational Distance (IGD),
which is the sum of distances from each point of the true Pareto front to the nearest point of the
non-dominated set found by the algorithm in all iterations, the lower the IGD value, the better
the approximation is. Since both indicators measure the convergence and spread of the
obtained set of solutions, we will only use the IGD as performance indicator and it will be
statistically analyzed to assess the significance of results.

As part of our experiments, to demonstrate the importance of taking each quality attribute as
separate objective instead of simply aggregating them into a single fitness function, a com-
parison with a mono-objective approach that aggregates several quality attributes in one
objective is required. The comparison between a many-objective algorithms with a mono-
objective one is not straightforward. The first one returns a set of non-dominated solutions
while the second one returns a single optimal solution. In order to cope with this situation, for
each many-objective algorithm the nearest solution to the Knee point is selected as a candidate
solution to be compared with the single solution return by the mono-objective algorithm. We
compared NSGA-III with an existing mono-objective refactoring approach (Kessentini et al.
2011) based on the use of QMOOD quality attributes aggregated in one fitness function.

We compared our proposal to the popular design defects detection and correction tool
JDeodorant (Tsantalis et al. 2008) that does not use heuristic search techniques. The current
version of JDeodorant is implemented as an Eclipse plug-in that identifies some types of
design defects using quality metrics and then proposes a list of refactoring strategies to fix
them.

For RQ3, we evaluated the benefits of our refactoring tool by several software engineers.
To this end, they classify the suggested refactorings (IR) one by one as interesting or not. The
difference with the MP metric is that the operations are not classified from a semantic
coherence perspective but form a usefulness one.

IR ¼

���Useful Operations���
Suggested Operationsj j ∈ 0; 1½ �

To answer the above research questions, we selected the solution from the set of non-
dominated ones providing the maximum trade-off using the following strategy when compar-
ing between the different algorithms (expect the mono-objective algorithm where we select the
solution with the highest fitness function). In order to find the maximal trade-off solution of the
multi-objective or many-objective algorithm, we use the trade-off worthiness metric proposed
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by Rachmawati and Srinivasan (2009) to evaluate the worthiness of each non-dominated
solution in terms of compromise between the objectives. This metric is expressed as follows:

where

T xi; x j
� � ¼

XM
m¼1

max 0;
f m x j

� �
− f m xið Þ

f max
m − f min

m

" #

XM
m¼1

max 0;
f m xið Þ− f m x j

� �
f max
m − f min

m

" #

We note that xj denotes members of the set of non-dominated solutions S that are non-
dominated with respect to xi. The quantity μ(xi,S) expresses the least amount of improvement
per unit deterioration by substituting any alternative xj from S with xi. We note also that fm(xi)
corresponds to themth objective value of solution xi and fm

max/fm
min corresponds to the maximal/

minimal value of the mth objective in the population individuals. In the above equations,
normalization is performed in order to prevent some objectives being predominant over others
since objectives are usually incommensurable in real world applications. In the last equation,
the numerator expresses the aggregated improvement gained by substituting xj with xi.
However, the denominator evaluates the deterioration generated by the substitution (Table 8).

4.2 Experimental setting

4.2.1 Software systems

We used a set of well-known open-source java projects that have been investigated in our
previous work (Mkaouer et al. 2013) and one project from our industrial partner Ford Motor
Company. We applied our approach to the following open-source java projects: ArgoUML
v0.26, Xerces v2.7, ArgoUML v0.3, Ant-Apache v1.5, Ant-Apache v1.7.0, Gantt v1.10.2 and

Table 8 Summary of the empirical study design

Research questions Metrics and measurements

Quality improvement of refactored systems? Total Quality Gain (QG) (Fig. 3)

Defect Correction Ratio (DCR) (Fig. 4)

Manual Precision (MP), Precision (PR) and
Recall (RE) (Fig. 5)

NSGA-III performance compared to other
mono/many/multi-objective algorithms
and a non-search-based approach?

The Inverted Generational Distance (IGD) (Fig. 6)

Computational Time (CT) (Fig. 7)

Total Quality Gain (QG) (Fig. 8)

Manual Precision (MP), Precision (PR)
and Recall (RE) (Fig. 9)

Average Number of Suggested Refactorings (Fig. 10)

Usefulness of the refactoring approach in
real-world setting?

Useful Refactorings (IR) (Fig. 11)
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Azureus v2.3.0.6. Xerces-J is a family of software packages for parsing XML. ArgoUML is a
Java open source UML tool that provides cognitive support for object-oriented design. Apache
Ant is a build tool and library specifically conceived for Java applications. GanttProject is a
cross-platform tool for project scheduling. Azureus is a Java BitTorrent client for handling
multiple torrents. We also considered in our experiments an industrial project, JDI, provided by
our industrial partner the FordMotor Company. It is Java-based software system that helps Ford
Motor Company analyze useful information from the past sales of dealerships data and suggests
which vehicles to order for their dealer inventories in the future. This system is main key
software application used by Ford Motor Company to improve their vehicles sales by selecting
the right vehicle configuration to the expectations of customers. JDI is a highly structured and
several versions were proposed by software engineers at Ford during the past 10 years. Due to
the importance of the application and the high number of updates performed during a period of
10 years, it is critical to ensure good refactoring solutions of JDI to reduce the time required by
developers to introduce new features in the future and understand existing implementations.

We selected these systems for our validation because they range from medium to large-sized
open-source projects, which have been actively developed over the past 10 years and because
their defects are known andwere subject of various previous studies (Moha et al. 2009; Ouni et al.
2012a; Palomba et al. 2013). Table 9 provides some descriptive statistics about these projects.

To collect operations applied in previous program versions, we used Ref-Finder. Table 10
shows the analyzed versions and the number of operations, identified by Ref-Finder, between
each subsequent couple of analyzed versions, after the manual validation.

4.2.2 Parameter tuning

The algorithms have been configured according to the parameters detailed in Table 11.
Different values have been used for the population size and the maximum number of
evaluations, generating a variety of configurations related the projects sizes and the number
of objectives. For the mono-objective EA, we adopted the same approach using best fitness
value criterion since multi-objective metrics cannot be used for single-objective algorithms.

4.2.3 Statistical tests

Since metaheuristic algorithms are stochastic optimizers, they can provide different results for
the same problem instance from one run to another. For this reason, our experimental study is

Table 9 Statistics of the studied systems

Systems Release classes KLOC Code smells

Xerces-J v2.7.0 991 240 82

Azureus v2.3.0.6 1449 264 108

ArgoUML v0.26 1358 283 1358

ArgoUML v0.3 1409 271 1409

Ant-Apache v1.5.0 1024 266 103

Ant-Apache v1.7.0 1839 294 124

GanttProject v1.10.2 245 81 41

JDI-Ford v5.8 638 247 88
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performed based on 31 independent simulation runs for each problem instance and the
obtained results are statistically analyzed by using the Wilcoxon rank sum test (Arcuri and
Fraser 2013) with a 95 % confidence level (α=5 %). The latter verifies the null hypothesis H0
that the obtained results of two algorithms are samples from continuous distributions with
equal medians, against the alternative that they are not H1. The p-value of the Wilcoxon test
corresponds to the probability of rejecting the null hypothesis H0 while it is true (type I error).
A p-value that is less than or equal to α (≤0.05) means that we accept H1 and we reject H0.
However, a p-value that is strictly greater than α (> 0.05) means the opposite. For example, we
compute the p-value obtained by comparing NSGA-II, IBEA, MOEA/D and mono-objective
search results with NSGA-III ones. In this way, we determine whether the performance
difference between NSGA-III and one of the other approaches is statistically significant or
just a random result.

4.2.4 Subjects

Our study involved 11 subjects from the University of Michigan and 5 software engineers
from Ford Motor Company. Subjects include 6 master students in Software Engineering, 4

Table 10 Analyzed versions and
operations collection Systems Collected operation

Previous releases Refactorings

Xerces-J v1.4.2 - v2.6.1 52

GanttProject v1.7 - v1.10.1 113

Azureus v2.1.0.0- v2.3.0.0 146

ArgoUML v0.11.4 - v0.17.2 182

Ant-Apache v1.1.0- v1.4.0 177

JDI-Ford v2.4 – v5.6 97

Table 11 Parameters
configuration Global parameters

2003Population Size 190

Objectives 8

Max Evaluations 1400

Crossover Weight 0.8

Mutation Weight 0.2

Reference Points 156

NSGA-III/Gr-EA parameters

Number of Divisions 4

IBEA parameters

Archive Size 100

MOEA/D parameters

Neighborhood Size 8

Max Replacements 2

H 99
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PhD students in Software Engineering, 1 faculty member in Software Engineering, and 5
junior software developers. 3 of them are females and 8 are males. All the subjects are
volunteers and familiar with Java development. The experience of these subjects on Java
programming ranged from 2 to 14 years. The evaluated solutions by the subjects are those that
represent the maximum trade-off between the objectives using the trade-off worthiness metric
proposed by Rachmawati as described in the previous section.

4.2.5 Scenarios

We designed our study to answer our research questions. The subjects were invited to fill a
questionnaire that aims to evaluate the suggested refactorings. We divided the subjects into 8
groups according to 1) the number of studied systems (Table 9), 2) the number of refactoring
solutions to evaluate, and 3) the number of techniques to be tested.

As shown in Table 12, for each system, several solutions have to be evaluated. In Table 12,
we summarize how we divided subjects into 8 groups. In addition, as illustrated in Table 12,
we are using a cross-validation to reduce the impact of subjects on the evaluation. Each subject
evaluates different refactoring solutions for different systems.

Subjects were first asked to fill out a pre-study questionnaire containing seven questions.
The questionnaire helped to collect background information such as their role within the

Table 12 Survey organization

Subject groups Systems Algorithms / Approaches

Group 1 Xerces-J v2.7.0 Gr-EA / DBEA-Eps / IBEA / JDeodorant

ArgoUML v0.26 MOEA/D / NSGA-II / GA

Ant-Apach v1.5.0 DBEA-Eps / IBEA / NSGA-II / GA

Group 2 Azureus v2.3.0.6 MOEA/D / JDeodorant / Gr-EA

ArgoUML v0.3 Gr-EA / DBEA-Eps / IBEA / JDeodorant

Ant-Apache v1.7.0 Gr-EA / DBEA-Eps / IBEA / JDeodorant

Group 3 GanttProject v1.10.2 Gr-EA / DBEA-Eps / IBEA / JDeodorant

Xerces-J v2.7.0 MOEA/D / NSGA-II / GA

ArgoUML v0.26 Gr-EA / DBEA-Eps / IBEA / JDeodorant

Group 4 Ant-Apach v1.5.0 MOEA/D / JDeodorant / Gr-EA

Azureus v2.3.0.6 DBEA-Eps / IBEA / NSGA-II / GA

ArgoUML v0.3 MOEA/D / NSGA-II / GA

Group 5 Ant-Apache v1.7.0 MOEA/D / NSGA-II / GA

GanttProject v1.10.2 MOEA/D / NSGA-II / GA

JDI-Ford v5.8 Gr-EA / DBEA-Eps / IBEA / MOEA/D

Group 6 ArgoUML v0.3 DBEA-Eps / IBEA / NSGA-II / GA

Ant-Apache v1.7.0 DBEA-Eps / IBEA / NSGA-II / GA

JDI-Ford v5.8 NSGA-II / GA / JDeodorant

Group 7 GanttProject v1.10.2 DBEA-Eps / IBEA / NSGA-II /GA

Xerces-J v2.7.0 DBEA-Eps / IBEA / NSGA-II / GA

JDI-Ford v5.8 Gr-EA / DBEA-Eps / IBEA / MOEA/D

Group 8 JDI-Ford v5.8 Gr-EA / DBEA-Eps / IBEA / MOEA/D /
NSGA-II / GA / JDeodorant
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company, their programming experience, their familiarity with software refactoring. In addi-
tion, all participants attended one lecture of 50 min about software refactoring and passed 10
tests to evaluate their performance to evaluate and suggest refactoring solutions. Then, the
groups are formed based on the pre-study questionnaire and the tests result to make sure that
all the groups have almost the same average skills. Group 8 is composed by only software
engineers from Ford and evaluated only refactoring suggestions for JDI-Ford.

The participants were asked to justify their evaluation of the solutions and these justifica-
tions are reviewed by the organizers of the study (one faculty member, one postdoc and one
PhD student). In addition, our experiments are not only limited to the manual validation but
also the automatic validation can verify the effectiveness of our approach.

Subjects were aware that they are going to evaluate the design coherence and the usefulness
of the suggested refactorings, but do not know the particular experiment research questions
(algorithms used, different objectives used and their combinations). Consequently, each group
of subjects who accepted to participate to the study, received an online questionnaire, a
manuscript guide to help them to fill the questionnaire, and the source code of the studied
systems, in order to evaluate the solutions. The questionnaire is organized in an excel file with
hyperlinks to visualize easily the source code of the affected code elements. Subjects are
invited to select for each operation one of the possibilities: “Yes”, “No”, or “May be” (if not
sure) about the design coherence and usefulness. Since the application of refactroing solutions
is a subjective process, it is normal that not all the programmers have the same opinion. In our
case, we considered the majority of votes to determine if suggested solutions are correct or not.

5 Results and discussions

5.1 Results for RQ1

Figure 3 summarizes the results of median values of the quality improvement metrics over 31
independent simulation runs after applying the proposed operations by the refactoring solution
selected using the knee-point strategy (Bechikh et al. 2011). In our experiments, we used all the 8
objectives in our many-objective formulation. It is clear from Fig. 3 that all the six quality

Fig. 3 Average quality improvements, over 31 runs, on the different systems using NSGA-III
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objectives are improved using our NSGA-III algorithm compared to the program version before
refactoring. The reusability, understandability and extendibility are the most improved metrics
and this can be explained by the fact that refactoring is not expected to change a lot the behavior/
functionality of a system and this explain that some objectives were not improved significantly
such as the functionality improvements metric. The same observation regarding the behavior
preservation is valid for the extendibility factor because it is, to some extent, a subjective quality
factor and using a model of merely static measures to evaluate extendibility is may be not very
good estimator. Overall, the NSGA-III algorithmwas able to find a good trade-off between all the
six quality objectives since most of them were significantly increased and no one of these metrics
were decreased comparing the initial version of the system before refactoring. The variation in
terms of quality improvements between the different systems is not high. ArgoUML and Ant-
Apache were the main systems who are significantly improved and this can be explained by the
lower quality of these projects comparing to the remaining systems before refactoring.

As described in Fig. 4, after applying the proposed refactoring operations by our approach
(NSGA-III), we found that, on average, 82 % of the detected defects were fixed (DCR) for all
the eight studied systems. This high score is considered significant in terms of improving the
quality of the refactored systems by fixing the majority of defects of various types (blob,
spaghetti code, functional decomposition (Moha et al. 2009), god class, data class and feature
envy (Marinescu et al. 2010)).

A closer look to the fixed defects in Xerces-J v2.7.0, the one with the highest percentage of
fixed defects (86 %), is detailed in Table 13.

On Table 13, it is noticeable that some code smells are harder to fix (such as God classes)
compared to others (Feature Envy), further analysis needs to be done to better understand this
observation. Although the bad smell detection literature suggests a wide variety of code smells to be
corrected, we narrowed our selection to the five types that have given significant results compared to
the others. This can be explained by the fact that the defects types that are not fixed require the
considerations of more refactoring operations rather than those included in this work. In addition,
some of these defects are difficult to detect just using structural metrics (Palomba et al. 2013).

We also need to assess the correctness/meaningfulness of the suggested refactorings from
the developers’ point of view. Figure 5 confirms that the majority of the suggested refactorings
improve significantly the code quality while preserving design’s semantic coherence. On
average, for all of our studied systems, an average of around 91 % of proposed refactoring

Fig. 4 Average percentage of fixed defects, over 31 runs, on the different systems using NSGA-III
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operations are considered by potential users to be semantically feasible and do not generate
semantic incoherence.

In addition to the manual evaluation, we automatically evaluate our approach without using the
feedback of potential users to give more quantitative evaluation to answer RQ1. Thus, we compare
the proposed refactorings with the expected ones. The expected refactorings are those applied by
the software development team to the next software release as described in Table 10. We use Ref-
Finder to identify refactoring operations that are applied between the program version under
analysis and the next version. Figure 5 summarizes our results. We found that a considerable
number of proposed refactorings (an average of 59 % for all studied systems in terms of recall) are
already applied to the next version by software development team which is considered as a good
recommendation score, especially that not all refactorings applied to next version are related to
quality improvement, but also to add new functionalities, increase security, fix bugs, etc.

To conclude, we found that our approach produces good refactoring suggestions in terms of
defect-correction ratio, semantic coherence from the point of view of 1) potential users of our
refactoring tool and 2) expected refactorings applied to the next program version.

5.2 Results for RQ2

In this section, we focus first on the comparison between our NSGA-III adaption and other
many-objective algorithms using the same adaptation. Table 14 shows the median IGD values
over 31 independent runs for all algorithms under comparison. We have used pairwise

Table 13 Fixed code smells dis-
tribution in Xerces-J v2.7.0 Code smell Flawed classes Number of fixed

code smells

Blob 143 (32 % overlap) 30 (%89)

Data Class 19 (%83)

God Class 10 (%64)

Feature Envy 25 (%96)

Functional Decomposition 13 (%94)

Spaghetti Code 39 (%92)

Fig. 5 Average manual and automatic design coherence measures (MP, PR and RE), over 31 runs, on the
different systems using NSGA-III
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comparisons, so we do not need to adjust p-values. After applying Cohen’s d effect size we
noticed that the effect size between the pair comparison of NSGA-III with each of the
remaining algorithms is higher than 0.8 except for Gr-EA, which effect values were found
to be medium.

All the results were statistically significant on the 31 independent simulations using the
Wilcoxon rank sum test with a 95 % confidence level (α=5 %). NSGA-III strictly outperforms
NSGA-II and gives slightly better results to those of the other many-objective algorithms. It is
worth noting that for problems formulations with more 3 objectives, NSGA-II performance is
dramatically degraded, which is simply denoted by the~symbol. The performance of NSGA-
III could be explained by the interaction between: (1) Pareto dominance-based selection and
(2) reference point-based selection, which is the distinguishing feature of NSGA-III compared
to other existing many-objective algorithms.

Figure 6 describes value path plots of all algorithms for the 8-objective refactoring problem
on Argo-UML. The horizontal axis shows the objective functions while the vertical axis marks
its related values. The objectives values were normalized between 0 and 1 and set to be
minimized. In terms of convergence, the algorithm whose solutions are closest to the ideal
vector of height zeros has better convergence ratio. Thus, NSGA-III and DBEA-Eps outper-
form the remaining algorithms. Also, the spread of NSGA-III solutions vary in between [0,
0.9] presents a slightly better diversity than its follower DBEA-Eps whose solutions vary in
between [0, 0.85]. On the other hand, the worst convergence is associated to NSGA-II as its
solutions are so far from the ideal vector, and even it diversity is so reduced which may explain
the stagnation of its evolutionary process. We conclude that although NSGA-II is the most
famous multi-objective algorithm in SBSE, it is not adequate for problems involving over 3
objectives and NSGA-III is a very good candidate solution for tackling many-objective SBSE
problems.

Figure 6 Value path plots of non-dominated solutions obtained by NSGA-III, DBEA-Eps,
Gr-EA, IBEA, IBEA, and NSGA-II during the median run of the 8-objective refactoring
problem on ArgoUML v0.26. The X-axis represents the different objectives while the Y-axis
shows the variation of fitness values between [0..0.1]

When using optimization techniques, the most time consuming operation is the evaluation
step. Thus, we studied the execution time of all many/multi-objective algorithms used in our
experiments. Figure 7 shows the average running times of the different algorithms, over 31

Table 14 Median IGD values on 31 runs (best values are in bold and underlined, second best values are in bold)

System NSGA-III Gr-EA DBEA-Eps IBEA MOEA/D NSGA-II

ArgoUML v0.26 4.113×10−3 4.229×10−3 4.206×10−3 4.329×10−3 4.342×10−3 ~

Xerces v2.7 7.998×10−3 8.308×10−3 8.181×10−3 8.399×10−3 8.431×10−3 ~

ArgoUML v0.3 5.499×10−3 5.677×10−3 5.603×10−3 5.712×10−3 5.733×10−3 ~

Ant-Apache v1.5 6.008×10−4 6.256×10−4 6.224×10−4 6.325×10−4 6.333×10−4 ~

Ant-Apache v1.7.0 6.202×10−3 6.412×10−3 6.377×10−3 6.489×10−3 6.539×10−3 ~

Gantt v1.10.2 7.806×10−3 8.002×10−3 7.968×10−3 8.088×10−3 8.101×10−3 ~

Azureus v2.3.0.6 6.933×10−4 7.112×10−4 7.075×10−4 7.191×10−4 7.208×10−4 ~

JDI-Ford 5.748×10−4 6.066×10−4 5.851×10−4 6.294×10−4 6.646×10−4 ~

~ means a large value that is not interesting to show. The results were statistically significant on 31 independent
runs using the Wilcoxon rank sum test with a 95 % confidence level (α=5 %)
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runs, on the ArgoUMLv0.26 system, the largest system in our experiments. It is clear from this
figure that for an 8 objectives NSGA-III is faster than IBEA. This observation could be
explained by the computational effort required to compute the contribution (IGD) of each
solution. In comparison to MOEA/D, MOEA/D is slightly faster than NSGA-III since it does
not make use of non-dominated sorting. Note that the experiments were conducted on a single
machine (i7 – 2.70 GHz, 12.0 GB – DDR3, SSD - 520 MB/s) which may not be the optimal
setting for some of these heuristics that can perform faster in an appropriate distributed or
parallel environment.

We compared also the different search algorithms using metrics related to quality improve-
ments, number of fixed defects, number of generated refactorings and a manual inspection of
the results to check the correctness of the suggested operations. Figure 8 shows that our
NSGA-III algorithm presents the best compromise between the different quality attributes

NSGA-III IBEA

DBEA-Eps MOEA/D

Gr-EA NSGA-II

Fig. 6 Value path plots of non-dominated solutions obtained by NSGA-III, DBEA-Eps, Gr-EA, IBEA, IBEA,
and NSGA-II during the median run of the 8-objective refactoring problem on ArgoUML v0.26. The X-axis
represents the different objectives while the Y-axis shows the variation of fitness values between [0..0.1]

Fig. 7 Average Computational time values on 31 runs on refactoring ArgoUMLv0.26

Empir Software Eng



Author Preprint

among all the other search algorithms. In addition, it is clear that the many-objective algo-
rithms propose a better trade-off in terms of quality improvements than the mono and multi-
objective techniques.

Since it is not sufficient to outperform existing search-based refactoring techniques, we
compared our proposal to a popular design defects detection and correction tool JDeodorant.
We first note that JDeodorant (like mono-objective approaches also) provides only one
refactoring solution, while NSGA-III generates a set of non-dominated solutions. It can be
seen that NSGA-III provides better results than JDeodorant, in average. The main reason can
be related to the fact that JDeodrant provides a template of possible refactorings to apply for
each detected defect but it is difficult to generalize such refactoring solutions since a defect can
have several different refactoring strategies.

Figure 9 confirms that the majority of the suggested refactorings by NSGA-III improve
significantly the code quality while preserving design’s semantic coherence better than
most of the other search algorithms. In addition, we automatically evaluated our approach

Fig. 8 Average quality improvements, over 31 runs, on the different systems

Fig. 9 Average manual and automatic design coherence measures (MP, PR and RE), over 31 runs, on the
different systems
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without using the feedback of potential users to give more quantitative evaluation. Thus,
we compared the proposed refactorings with the expected ones. The expected refactorings
are those applied by the software development team to the next software release as
described in Table 10. Figure 9 confirms the outperformance of NSGA-III comparing to
the remaining techniques.

We evaluated the number of operations (NO) suggested by the best refactoring solutions on
the different systems over 31 runs. Figure 10 presents the code changes score for each algorithm,
calculated by summing the size (number of operations) of each solution assigned to one project,
divided by the number of projects. It is clear that our NSGA-III approach succeeded in suggesting
solutions that do not require high code changes. However, IBEA generated less number of
refactorings than our approach but this can be due to the fact that our technique improved better
the quality comparing to IBEA’s solutions. Thus, it may require higher number of refactorings to
better improve the quality attributes. Another observation is that the number of refactorings
proposed by JDeodorant is lower than the number of refactorings suggested by NSGA-III.
However, the number of defects fixed by NSGA-III is higher than JDeodorant thus it is normal
in this case that NSGA-III generates higher number of refactorings.

5.3 Results for RQ3

We asked the software engineers involved in our experiments to evaluate the usefulness of the
suggested refactorings to apply one by one. In fact, sometimes these operations can improve
the quality and preserve the semantics but developers will consider them as not useful due to
many reasons such as some code fragments are not used/updated anymore or includes some
features that are not important. Figure 11 shows that NSGA-III clearly outperforms existing
work by suggesting useful refactoring operations for developers.

During the survey, the software engineers confirm that the main limitation related to the use
of NSGA-III for software refactoring is the high number of equivalent solutions. However,
found the idea of the use of the Knee point as described previously useful to select a good
solution. We will investigate in our future work different other techniques to select the region
of interest based on the preferences of developers.

Fig. 10 Average suggested number of refactoring operations, over 31 runs, on the different systems
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6 Threats to validity

This section discusses potential threats to the validity of the study related to this work.

6.1 Threats to internal validity

The first threat is related to the variation of correctness and speed between the different groups
when using our approach and other tools such as JDeodorant. In fact, our technique may not be
the only reason for the superior performance because the subjects have different programming
skills and familiarity with refactoring tools. To counteract this, we assigned the developers to
different groups according to their programming experience so as to reduce the gap between
the different groups. Another threat concerns the collected code changes of the studied
systems. In addition to the documented refactorings, we used Ref-Finder, which is known to
be efficient. Indeed, Ref-Finder is able to detect refactoring operations with an average recall
of 95 % and an average precision of 79 % (Kim et al. 2010). To ensure precision, we manually
examined Ref-Finder generated refactorings by randomly selecting a set of detected changes
and evaluating them by the participants in our experiments. We also identified three threats to
internal validity: selection, learning and fatigue, and diffusion.

The selection threat refers to the participating subjects’ profile and experience that could
affect our study. Firstly, the subjects were all volunteers. We also minimized the selection
threat by providing some guidelines and examples of previously evaluated refactorings. In
addition, we also took care to randomize the selection refactorings to be evaluated for each
refactoring solution.

Randomization also helps to prevent the learning and fatigue threats. We also mitigated the
fatigue threat, by sending the questionnaires to the subjects by email and gave them enough
time to complete the tasks.

Diffusion threat is limited because of the geographic distribution of our subjects in two
different universities and a company, and they hardly know each other. For those who are in
the same location, they were asked not to share information about the experience prior to the
completion of the study.

Conclusion validity deals with the relation between the treatment and the outcome. Thus,
we took special care to vary the subjects based on their professional status, university/company

Fig. 11 Average of percentages of useful operations (IR), on the different systems using NSGA-III
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affiliations, gender, and years of experience. In addition, we clustered subjects into balanced
groups. This has been said, we plan to test our tool with Java development companies, to draw
better conclusions. Moreover, the automatic evaluation is also a way to limit the threats related
to subjects as it helps to ensure that our approach is efficient and useful in practice.

6.2 Threats to extremal validity

External validity refers to the generalizability of our findings. In this study, we performed our
experiments on seven different widely-used systems and one industrial system belonging to
different domains and with different sizes. However, we cannot assert that our results can be
generalized to industrial Java applications, other programming languages, and to other practi-
tioners. Future replications of this study are necessary to confirm our findings. Another limitation of
our proposal is the selection of the best solution from the Pareto front. We used the technique of
selecting the solution at the knee point. However, we plan in our future work to more integrate the
preferences of developers to select the best solution from the set of non-dominated solutions.
Another raised threat is due to the limited number of subjects and evaluated systems, which
externally threatens the generalizability of our results. In addition, our study used a limited set of
refactoring operations. Future replications of this study are necessary to confirm our findings.

7 Conclusions and future work

We propose a novel formulation of the refactoring problem as a many-objective problem,
based on NSGA-III, using the quality attributes of QMOOD as objectives along with the
number of refactorings and the preservation of design coherence. This paper represents one of
the first real-world applications of NSGA-III. This initial empirical investigation has shown
that a possible conflict among QMOOD objectives may occur depending on the kind of
employed refactorings. In this context, a statistical analysis needs to be conducted to prove the
validity of this insight. Furthermore, we did not yet prioritize any objective(s) although the
definition of QMOOD and the capability of NSGA-III allows it. It would be interesting to
compare multiple refactored systems, while each one of them is the result of high prioritization
of one quality objective.

We implemented our approach and evaluated it on seven large open source systems and one
industrial project provided by our industrial partner. We compared our findings to: several
other many-objective techniques (IBEA, MOEA/D, GrEA, and DBEA-Eps), a mono-objective
technique and an existing refactoring technique not based on heuristic search. Statistical
analysis of our experiments over 31 runs shows the efficiency of NSGA-III as a powerful
algorithm to tackle many objective formulations.

We also studied the impact of refactoring on fixing code smells. Although we were able to
fix most of the detected defects, our defect selection types were limited due to limited types of
used refactorings. Another limitation to take into account is the possibility of introducing
code smells while performing the refactoring operations, for example, we noticed that
repairing some instances of feature envy led to the introduction of the shotgun surgery
defect. Since the latter type is not covered in this work, it did not affect our DCR, but
it gives a strong indication for further investigation about how to perform refactoring
interactively with the developer, combined with code smell detection, to avoid such
drawbacks.
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For the qualitative evaluation, we were able to show promising results, along with JDeodorant,
which, as a tool, was highly appreciated by the participants because of its simplicity, ease of use and
the possibility to preview changes and visualize entities. Unfortunately, it is limited to four types of
smells.

In future work, multiple research directions are to be taken from some of the previously
mentioned limitations and they are mainly linked to (1) the problem formulation and (2) NSGA-
III tuning. Firstly, investigating the statistical significance of the impact of the refactorings on
internal and external attributes can be an interesting research direction that can help in better
understanding to what extent each refactoring type can affect the existing quality models.
Moreover, code smells can be also described in terms of structural metrics, such statistical
investigation will help in the validation of attributing a subset of refactorings to a known type
of code smell. As for NSGA-III tuning, we will investigate the impact of different parameter
settings on the quality of our results, in particular, the size of the reference set |Zr| can either be
predefined and calculated based on the number of objectives and the number of desired divisions
in the hyper-plane or preferentially introduced by the user. Augmenting the density of the hyper-
plane i.e., increasing the number of used reference points will refine the niche count and thus will
provide solutions with better diversity. Since, in our experiments, we only considered the
predefined size of reference set, we plan in the future to investigate the impact of varying this
parameter on the quality of the generated solutions. Another interesting research direction regards
the prioritization of the code smells to be removed. For example, two candidate solutions extracted
from the Pareto-front may have equivalent fitness function values, but their impact on reducing
code smellsmay vary in terms of the number and types of fixed code smells. So this can be used as
an additional developer preference to compare between given solutions. Moreover, the solution’s
robustness can be also studied as to take into account the uncertainties related to analyzed classes
importance and code smells severities while suggesting refactoring operations. Furthermore, we
plan to work on adapting NSGA-III to additional software engineering problems and we will
perform more comparative studies on larger open source systems. Nevertheless, this extensive
study has shown a direction using NSGA-III to handle as many as 8 objectives in the context of
solving software engineering problems and will remain one of the first studies in which such a
large number of objectives have been considered.
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